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MCMCTree performs Bayesian estimation of species divergence times using soft fossil
constraints[11] under various molecular clock models[6, 7, 11]. The general theory of molecular
dating is given in chapter 7 of Yang[9] and in dos Reis and Yang[4]. A general review of Bayesian
clock dating is given in [1]. The program uses for input a sequence alignment (nucleotide or pro-
tein), a phylogenetic tree with fossil calibrations, and a control file (usually called mcmctree.ctl) that
contains the instructions for the program. MCMCTree is part of the PAML package[10].

It is assumed that you have some basic knowledge of using the command line in Windows or Unix
systems (e.g. Linux and MacOS). You need to download and install the PAML package from

http://abacus.gene.ucl.ac.uk/software/paml.html.

Make sure you have the latest version, currently 4.9e (as of March 2017). There are executables for
Windows (*.exe) but Unix users may need to compile the programs. Please follow the instructions in
the PAML website to modify your operating system PATH variable (see “Downloading and Setting up
PAML” section). This is necessary so that you can call the programs from the command line without
having to type their full folder (path) location.

Tutorial 1: Divergence time of apes
In this tutorial we will analyze a data set of mitochondrial protein-coding genes for 7 ape species.
This is the same data set analyzed by Yang and Rannala[11], and is included in the PAML[10] re-
lease (examples/DatingSoftBound). File “mtCDNApri123.txt” contains the nucleotide alignment.
The alignment is divided into 3 partitions corresponding to the 1st, 2nd and 3rd codon sites. File
“mtCDNApri.trees” contains the phylogenetic tree relating the 7 species with the fossil calibrations.
The tree file looks like this

7 1

((((human, (chimpanzee, bonobo)) '>.06<.08', gorilla),

(orangutan, sumatran)) '>.12<.16', gibbon);

//end of file

((((human, (chimpanzee, bonobo)) 'B(.06, .08)', gorilla),

(orangutan, sumatran)) 'B(.12, .16)', gibbon);

The first line has the number of species (7) and the number of trees (1). Then the tree in Newick format
is given. The tree must not have branch lengths. The tree has two fossil calibrations, one for the most
recent common ancestor of human-chimp: ’> .06 < .08’ and another for the most recent common
ancestor of the greater apes: ’> .12 < .16’. The time unit is 100 Million years (Myr). So the first
calibration restricts the common ancestor of human-chimp to be between 6-8 Myr ago. Calibration
bounds in MCMCTree are soft, and there is a small probability (0.025 by default) that the bounds
may be violated. Note that the tree does not have a fossil calibration at the root. MCMCTree always
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needs a calibration on the root of the tree, and when this calibration is not present in the tree file, it
must be specified in the control file (variable RootAge).

The control file “mcmctree.ctl” contains all the necessary instructions to run the MCMCTree
program. You can open this file with a text editor (e.g. Notepad or TextEdit). The file should look
like this

seed = -1

seqfile = mtCDNApri123.txt

treefile = mtCDNApri.trees

mcmcfile = mcmc.txt

outfile = out.txt

ndata = 3

seqtype = 0 * 0 : nucleotides; 1: codons; 2: AAs

usedata = 1 * 0: no data; 1:seq; 2:approximation; 3:out.BV (in.BV)

clock = 2 * 1: global clock; 2: independent; and 3: correlated rates

RootAge = '<1.0' * safe constraint on root age, used if no fossil for root.

model = 0 * 0:JC69, 1:K80, 2:F81, 3:F84, 4:HKY85

alpha = 0 * alpha for gamma rates at sites

ncatG = 5 * No. categories in discrete gamma

cleandata = 0 * remove sites with ambiguity data (1:yes, 0:no)?

BDparas = 1 1 0.1 * birth, death, sampling

kappa_gamma = 6 2 * gamma prior for kappa

alpha_gamma = 1 1 * gamma prior for alpha

rgene_gamma = 2 20 1 * gammaDir prior for rate for genes

sigma2_gamma = 1 10 1 * gammaDir prior for sigma^2 (for clock=2 or 3)

finetune = 1: .1 .1 .1 .1 .1 .1 * auto (0 or 1) : times, rates, mixing...

print = 1 * 0: no mcmc sample; 1: everything except branch 2: ev...

burnin = 2000

sampfreq = 10

nsample = 20000

seed: this sets the random seed used by the program. When set to a negative integer (such as –1,
like in the example given above), the program will use the computer’s current time to set the seed, so
every time you run MCMCTree it will start with a different seed and the results of the MCMC will
look different. If you need reproducible results, you can set the seed to an odd number or an even
number. You should use this option and run the program at least twice, to confirm that the results are
very similar between runs.

seqfile and treefile: these are the names of the sequence alignment file and the tree file respectively.
mcmcfile: report of the MCMC runs regarding the parameters analysed.
outfile: once the program completes, it will write a summary of the results to this file.
ndata: the number of partitions in the alignment file. In our example, we have three partitions,

corresponding to each one of the three codon positions in the mitochondrial proteins.
usedata: when set to 1, the likelihood function is calculated in the normal way, and the MCMC

analysis proceeds as usual. When usedata=0, the likelihood is not calculated (it is set to 1), so only the
prior is computed. When usedata=2 and =3, approximate likelihood calculation and ML estimation
of branch lengths is performed[3]. They can be used to analyze nucleotide, amino acid, and codon
sequences; using nucleotide, amino acid, and codon substitution models, respectively. It specifies the
approximate likelihood calculation, with the input (gradient and Hessian matrix, etc.) in the file.

seqtype: variable that sets 0 for nucleotide sequences, 1 for codon sequences, and 2 for amino
acid sequences.

clock: the clock model to use. Here we will work with the independent rates model (clock=2),
where the rates follow a log-normal distribution (that is, the logarithm of the rate is normally dis-
tributed).

RootAge: a calibration to use for the root if this is not provided in the tree file. Here we use ’< 1.0’
or a maximum constraint of 100 Myr for the age of the most recent common ancestor of all apes.

model, alpha and ncatG: the substitution model to be used. In this example we will use JC69
(it is very quick to compute). Because alpha=0, We do not use a gamma model of rate variation in
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this example. The example mcmctree.ctl file in the PAML package may have model=4 and alpha=0.5
(HKY85+G5), if that is the case, change to the JC69 model instead (model = 0 and alpha = 0).

cleandata = 0 means that alignment gaps and ambiguity characters will be treated as missing data
in the likelihood calculation (see pages 107-108 in Yang 2006). = 1 means that any sites at which at
least one sequence has an alignment gap or ambiguity character will be deleted before analysis. This
variable is used for usedata = 1 and 3 and has no effect if usedata = 2.

BDparas: parameters controlling the birth-death process. The birth-death process is used to con-
struct the time prior for the nodes in the tree that do not have a fossil calibration. Here we used the
default 1 1 0.1, which generates uniform node age priors.

kappa_gamma and alpha_gamma: gamma priors for the substitution model parameters κ (transi-
tion/transversion rate ratio) and α (gamma shape parameter for variable rates among sites).

rgene_gamma: Dirichlet-gamma prior for the mean substitution rate [5]. This sets a gamma prior
for the mean rate across loci, and a Dirichlet distribution is used to partition the prior across loci
[5]. The gamma distribution has mean α/β and variance α/β 2. The first parameter (α) controls the
shape of the distribution. Values of α = 1 or = 2 lead to fairly diffuse priors. It is advisable to set α

to one of those two values, and then fix β so that then mean rate is reasonable. In this example we set
α = 2 and β= 20 for a mean rate of 1 substitution per 100 Myr. Users of the R program for statistics
(www.r-project.org) can easily plot the gamma distribution with

> curve(dgamma(x, shape=2, rate=2), from=0, to=10)

We use a value of αD = 1 for the Dirichlet parameter. This is the default value, that produces a
reasonable partitioning of the rate across loci.

sigma2_gamma: Dirichlet-gamma prior for the rate drift parameter (i.e, the variance of the loga-
rithm of the rate, σ2) [5]. Larger values of σ2 imply more rate heterogeneity. The prior on σ2 can
have a strong impact on posterior time estimates[6], particularly for short alignments and few loci.

finetune: step sizes for proposals during the MCMC. From version 4.4e, auto-finetune has been
implemented so setting the step sizes is not as critical as before. This parameter is now deprecated
(due to the automatic finetuning) and may be removed in future versions of the program.

print: if set to 1, the output of the MCMC and a summary of the results will be written to the hard
disk (the MCMC is written to the mcmc.out file and the summary to the outfile as set above). If set to
2, the rates for branches for each locus (partitions) will be appended to the output. Note that, for the
relaxed-clock models (clock = 2 or 3), the output for the rates is quite big and it might take more time
to write them all in the output file (print = 2). Therefore, depending on the model you use, you might
decide if “print” is set to 1 or 2. If set to 0, results will be printed to the screen only. You don’t want
that.

burnin, sampfreq and nsample: in our example, the program will discard the first 2,000 iterations
as burn-in, and then it will sample every 10 iterations until it has gathered 20,000 samples. In total, the
MCMC will run for 2,000+10×20,000 = 202,000 iterations. Normally, you should gather between
10,000 to 20,000 samples for a good statistical summary. Large sample sizes (say 100,000) tend to
waste a lot of hard drive space providing very little statistical improvement. It may also take a long
time for the program to summarize the results. If you need to increase the length of the MCMC (to
improve convergence), increase sampfreq but keep nsample at a reasonable value.

We are now ready to run the program and look at the results. Open a terminal window (the com-
mand prompt in Windows) and go to the directory where the tutorial files have been saved. Create a
new directory called “run01” (mkdir run01), and copy the tree, alignment and control files into this di-
rectory. On my Windows computer, the tutorial files were copied into C:\Users\Mario\Tutorial\run01.
Go into this new directory (cd C:\Users\Mario\Tutorial\run01) and, on the command line (terminal
window), type
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mcmctree mcmctree.ctl

The MCMC program will start. It will read the alignment, tree and control files and it will first
perform some safety checks. When the MCMC itself starts running, the output on the terminal should
look like

lnL0 = -42492.12

Starting MCMC (np = 12) . . .

paras: 6 times, 3 mu, 3 sigma2 (& rates, kappa, alpha)

(nsteps = 49)

Current Pjump: 0.49250 0.28250 0.10000 0.09500 0.93250 ...

Current finetune: 0.03226 0.03700 0.09022 0.09181 0.00175 ...

New finetune: 0.06183 0.03452 0.02805 0.02709 0.03226 ...

(nsteps = 49)

Current Pjump: 0.24500 0.20250 0.39750 0.44750 0.66000 ...

Current finetune: 0.06183 0.03452 0.02805 0.02709 0.03226 ...

New finetune: 0.04915 0.02231 0.03966 0.04505 0.10707 ...

(nsteps = 49)

Current Pjump: 0.27500 0.45250 0.35250 0.34500 0.27750 ...

Current finetune: 0.04915 0.02231 0.03966 0.04505 0.10707 ...

New finetune: 0.04447 0.03770 0.04812 0.05323 0.09788 ...

(nsteps = 49

Current Pjump: 0.39000 0.38250 0.28750 0.33250 0.30500 ...

Current finetune: 0.04447 0.03770 0.04812 0.05323 0.09788 ...

New finetune: 0.06135 0.05070 0.04581 0.06014 0.09978 ...

0% 0.27 0.30 0.27 0.25 0.29 0.152 0.143 0.092 0.067 0.029 0.052 - 0.039 0.031

-34996.2 0:06

(nsteps = 49)

Current Pjump: 0.26750 0.29500 0.27250 0.25000 0.29000 ...

Current finetune: 0.06135 0.05070 0.04581 0.06014 0.09978 ...

New finetune: 0.05379 0.04972 0.04102 0.04889 0.09594 ...

1% 0.29 0.26 0.35 0.32 0.31 0.162 0.150 0.096 0.069 0.029 0.055 - 0.042 0.037

-34995.8

2% 0.29 0.24 0.35 0.33 0.31 0.163 0.152 0.097 0.070 0.030 0.055 - 0.040 0.034

-34996.2

3% 0.29 0.23 0.35 0.33 0.32 0.164 0.152 0.097 0.070 0.030 0.056 - 0.040 0.033

-34996.1

4% 0.28 0.23 0.35 0.33 0.32 0.164 0.153 0.098 0.070 0.030 0.056 - 0.041 0.032

-34996.1

5% 0.28 0.23 0.35 0.33 0.32 0.165 0.153 0.098 0.070 0.030 0.056 - 0.040 0.033

-34996.1 0:33

The initial likelihood is lnL0= −42,492.12. Our rooted tree of 7 species has 7− 1 = 6 internal
nodes and 7×2−2 = 12 branches. Therefore we are estimating 6 divergence times; 3 mean mutation
rates and 3 rate drift parameters, one for each one of our 3 partitions (codon sites); and 12× 3 = 36
branch rates. In total we are estimating 48 parameters. Note that, if you set “print” to 1 (example
shown above), you will only see 12 parameters (np = 12), as you are not printing branch rates, 48-36
= 12. However, if you decided to set “print” to 2, you will see 48 parameters (np = 48).

Now let’s analyse the information printed on the screen while the MCMC is running. You can
see that the program goes through various rounds of finetune improvement (paragraphs of four lines,
which first line starts with “(nsteps = 49)” and the last one starts with “New finetune”) . Note that,
in this new version v4.9e, the acceptance proportions of the burn-in stage are not printed. When the
burn-in is finished, the next line is printed:

0% 0.27 0.30 0.27 0.25 0.29 0.152 0.143 0.092 0.067 0.029 0.052 - 0.039 0.031

-34996.2 0:06

The line starting with “0%” indicates that the burn-in stage of the MCMC has finished. The next 5
numbers are acceptance proportions for parameters. A good MCMC analysis should have acceptance
proportions close to 30% (20-40% being a good range and 15-70% being acceptable).

The next six numbers are the mean divergence times for six nodes. The first number (0.152) is the
age of the root. At this stage, the MCMC is estimating the average time for the ancestor of apes to be
15.2 Myr ago. After the dash, we see some locus rates, the likelihood (−34,996.2), and the time it
has taken the MCMC to run up to that point: 6 seconds (0:06). The rest of the output looks like
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6% 0.29 0.23 0.35 0.33 0.32 0.164 0.153 0.097 0.070 0.030 0.056 - 0.041 0.034

-34996.0

7% 0.29 0.23 0.35 0.33 0.32 0.164 0.153 0.098 0.070 0.030 0.056 - 0.041 0.034

-34996.0

8% 0.29 0.24 0.35 0.33 0.32 0.164 0.153 0.097 0.070 0.030 0.056 - 0.041 0.034

-34996.0

9% 0.29 0.24 0.36 0.33 0.32 0.164 0.153 0.097 0.070 0.030 0.056 - 0.040 0.034

-34996.0

10% 0.29 0.25 0.36 0.33 0.32 0.164 0.153 0.097 0.069 0.030 0.056 - 0.040 0.035

-34996.1 1:01

...

96% 0.29 0.24 0.36 0.33 0.32 0.164 0.152 0.097 0.070 0.030 0.056 - 0.042 0.033

-34996.1

97% 0.29 0.24 0.36 0.33 0.32 0.164 0.152 0.097 0.070 0.030 0.056 - 0.042 0.033

-34996.1

98% 0.29 0.24 0.36 0.33 0.32 0.164 0.152 0.097 0.070 0.030 0.056 - 0.042 0.033

-34996.1

99% 0.29 0.24 0.36 0.33 0.32 0.164 0.152 0.097 0.070 0.030 0.056 - 0.042 0.033

-34996.1

100% 0.29 0.24 0.36 0.33 0.32 0.164 0.152 0.097 0.070 0.030 0.056 - 0.042 0.033

-34996.1 9:58

It is important to look at the values in each column (the acceptance proportions, times and rates).
They should be stable throughout the MCMC run. If the acceptance proportions are changing too
much (specially at the beginning), it means that the burn-in was not long enough, so you should
increase the burnin variable in the control file and run the analysis again. If the age of the root
wanders too much, specially if it seems to be wandering in a particular direction (getting older or
younger as the MCMC progresses), increase the burning and sampfreq in the control file. Similarly
examine the behavior of the other times, the rates and the likelihood and modify the length of the
MCMC if necessary.

Achieving convergence in an MCMC analysis is a tricky business. Even if the acceptance propor-
tions, the times and rates look stable, convergence of the MCMC is not guaranteed. The only way to
check whether convergence has been achieved is by repeating the analysis. Create a new directory,
call it “run02”, and copy the necessary files (alignment, tree, and control file) into this new directory.
Run the analysis again and then compare the output of the two analyses. They should be similar (but
not identical).

Once the MCMC has finished (it reached 100%) the program will summarize the results and
will print the summary to the screen. The program will also generate several output files: “out.txt”,
“SeedUsed”, “mcmc.txt” and “FigTree.tre”. The “out.txt” file contains a summary of the results.
Open this file with your favorite text editor (Notepad, TextEdit, etc.). There is a lot of rubbish printed
at the beginning of the file which you can usually ignore. Scroll down the file until you see three
phylogenetic trees (if print = 1; if print = 2 you will see six):

Species tree for FigTree. Branch lengths = posterior mean times; 95% CIs = labels

((((1_human, (2_chimpanzee, 3_bonobo) 12 ) 11 , 4_gorilla) 10 , (5_orangutan, ...

((((human: 0.070024, (chimpanzee: 0.030118, bonobo: 0.030118): 0.039905): 0.02...

((((human: 0.070024, (chimpanzee: 0.030118, bonobo: 0.030118) [&95%={0.0245948...

The first tree simply contains node labels. The second tree contains branch lengths in time units.
The third tree contains branch lengths in time units, plus credibility intervals for the ages of the nodes.
The last three trees (only written in the output file if you set “print” to 2) have substitution rates
instead of branch lengths, each tree representing each locus (in our example, each one of the three
codon positions). After the trees, the posterior means, the corresponding 95% credibility intervals
and the highest posterior density 95% confidence intervals (HPD, i.e. the shortest possible interval
that under the posterior has a given probability, in this case 0.95), and the corresponding width for the
48 (if print = 1) or 14 (if print = 2) estimated parameters are printed to the screen. For example

t_n8 0.1638 (0.1422, 0.1846) (0.1427, 0.1849) 0.0422 (Jnode 12)
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is the age (time) for node 8 (the root of the tree). The Jnode is the node number used by the program
Multidivtime, written by Jeff Thorne[8].

To check for convergence, you can use Excel or R.

Convergence plot
You can use a program such as Excel or R to plot the posterior mean times from run01 vs. run02. If
the two MCMC chains have converged to a posterior distribution, then the two sets of posterior times
should be very similar and, in the plot, the points should fall almost perfectly on the straight line,
x = y. If not, convergence was not achieved and you may need to run the MCMC chain for longer
(increasing either nsamp, burnin, or both). This is one of the most important steps in any MCMC
analysis. You must always do this. Below, we show such a plot generated with R:

The file “mcmc.txt” contains the raw output of the MCMC. In our example, this file has 50 (if
print = 2) or 14 (if print = 1) columns and 20,002 lines. The first column is the generation (itera-
tion) number of the sample, the next 48 (print = 2) or 12 (print = 1) columns correspond to each
of the 48 or 12 parameters analyzed, respectively; and the last column (50th column, if print=2; or
14th column, if print=1) has the likelihood. The number of lines corresponds to the number of sam-
ples taking during the MCMC. The “mcmc.txt” file is suitable for analysis with the Tracer program
(http://beast.bio.ed.ac.uk/Tracer).

The file “SeedUsed” contains the random seed used to initialize the MCMC. If you copy the value
in the file (in my case it is 1909227009) into the seed variable of the control file, you can run the
analysis again and get identical results.

The file “FigTree.tre” has a version of the posterior tree in nexus format, suitable for the FigTree
program of Andrew Rambaut (http://tree.bio.ed.ac.uk/software/figtree/). Note that this is a text file,
and at the end of it there are some notes about options you may use for Figtree. Below we show the
posterior tree plotted in FigTree:
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As the number of sites and loci tend to infinity, a plot of mean posterior times vs. credibility
interval widths will tend to a straight line. This is known as the infinite-sites plot. It is useful to
generate this plot to assess whether collecting additional molecular data would improve the analysis.
Open the “out.txt” file with your favorite text editor and look for the divergence times:

t_n8 0.1638 (0.1422, 0.1846) (0.1427, 0.1849) 0.0422 (Jnode 12)

t_n9 0.1525 (0.1343, 0.1615) (0.1367, 0.1624) 0.0257 (Jnode 11)

t_n10 0.0973 (0.0850, 0.1083) (0.0857, 0.1088) 0.0231 (Jnode 10)

t_n11 0.0700 (0.0607, 0.0793) (0.0604, 0.0790) 0.0186 (Jnode 9)

t_n12 0.0301 (0.0246, 0.0360) (0.0247, 0.0361) 0.0114 (Jnode 8)

t_n13 0.0556 (0.0463, 0.0649) (0.0460, 0.0645) 0.0185 (Jnode 7)

For example, for the root (node 8), the 95% equal-tail credibility interval width is
0.1846− 0.1422 = 0.0424. Now, you can use Excel or R to generate the plot. For example,
using LibreOffice Calc, I get:
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In this case I plotted column E (CI width) vs. column B (Mean time). As an exercise, try adding
a trend line (passing through the origin) so that you can better gauge the linearity of the data. This is
the infinite sites plot[7, 11].

Now, open the “mcmctree.ctl” file and change the usedata variable:

seed = -1

seqfile = mtCDNApri123.txt

treefile = mtCDNApri.trees

outfile = out

ndata = 3

seqtype = 0 * 0: nucleotides; 1:codons; 2:AAs

usedata = 0 * 0: no data; 1:seq; 2:approximation; 3:out.BV (in.BV)

Now, repeat the analysis in a new folder called “prior_distribution”. The program will run the MCMC
without using the molecular data, that is, the prior distribution of times will be generated. Open the
“out.txt” file and examine the prior times, compare them to the posterior times obtained above (the
values from your run may look slightly different):

t_n8 0.5841 (0.1627, 1.0039) (0.1632, 1.0043) 0.8411 (Jnode 12)

t_n9 0.1399 (0.1199, 0.1600) (0.1201, 0.1601) 0.0400 (Jnode 11)

t_n10 0.1047 (0.0683, 0.1470) (0.0672, 0.1455) 0.0783 (Jnode 10)

t_n11 0.0699 (0.0600, 0.0800) (0.0599, 0.0800) 0.0200 (Jnode 9)

t_n12 0.0347 (0.0016, 0.0713) (0.0000, 0.0678) 0.0678 (Jnode 8

t_n13 0.0704 (0.0037, 0.1425) (0.0000, 0.1350) 0.1350 (Jnode 7)

Note that the program uses the fossil calibrations to generate the time prior, and that sometimes
the time prior may look very different to the original fossil calibrations. You should always run the
program with usedata=0 to check that the time prior is sensible. Using these results, prepare an infinite
sites plot. How does it compare to the results with usedata=1?
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Now run the program again using model=4 and alpha=0.5 in the “mcmctree.ctl” file. This is the
HKY85+G5 model (G5 because ncatG=5). How do the times compare with those estimated under
the JC69 model? Calculate the time prior again, is it different from the prior under the JC69 model?

Tutorial 2: Divergence time of apes with approximate likelihood
calculation
For large alignments, calculation of the likelihood function during the MCMC is computationally
expensive, and estimation of divergence times is very slow. Thorne et al.[8] suggested using an ap-
proximate method to calculate the likelihood that improves the speed of the MCMC dramatically.
The approximate method is explained in detail by dos Reis and Yang[3]. As of MCMCTree v4.5, a
modification of Thorne’s method has been introduced, and the arcsine-based approximation is now
the default[3]. An example of a very large alignment (over 20 million sites) analysed with the approx-
imate method is given in dos Reis et al.[2].

Estimation of divergence times using the approximate method follows two steps. In the first step
the branch lengths are estimated by maximum likelihood, together with the gradient and Hessian
(i.e. vector of first derivatives and matrix of second derivatives) of the likelihood function at the
maximum likelihood estimates. The gradient and Hessian contain information about the curvature
of the likelihood surface. In the second step, estimation of divergence times proceeds using MCMC,
but using the gradient and Hessian to construct an approximation to the likelihood function by Taylor
expansion[3].

Go to the same folder where you ran the previous tutorial. Create a new folder called “Hessian”,
and copy the tree, alignment and control files into this folder. Open the control file “mcmctree.ctl”
using your favorite text editor. Set the usedata variable to 3:

usedata = 3 * 0: no data; 1:seq; 2:approximation; 3:out.BV (in.BV)

Now run the MCMCTree program:

mcmctree mcmctree.ctl

MCMCTree will create four temporary files for each partition in the alignment: “tmp000X.txt”
containing the alignment for the first partition, “tmp000X.trees” with the tree for the first align-
ment, “tmp000X.ctl” a control file for the BASEML program to analyze “tmp000X.trees”, and
“tmp000X.out” with a summary of the analysis ; being X the number of the analysis (e.g. 1, 2,
3, ...). MCMCTree will then call BASEML three times to perform maximum likelihood estimation of
branch lengths, gradient and Hessian for the three partitions (for this step to work properly, you need
to have set your operating system PATH variable correctly, see above).

Now, open the file called “out.BV”. This file contains the three sets of branch lengths, gradient
and Hessian for each partition. The beginning of the file should look like

7

(((human: 0.025136, (chimpanzee: 0.013241, bonobo: 0.010461): 0.014365): 0.01...

0.025520 0.013406 0.025136 0.014365 0.013241 0.010461 0.029460 0.04160...

0.000000 0.006210 0.000000 0.000000 0.000000 0.000000 0.000000 0.00000...

Hessian

-9.652e+04 -3713 -1.037e+04 -1.176e+04 -1.373e+04 -2.065e+04 -8997 ...

-3713 -1.766e+05 -4315 -143.4 -1.372e+04 -9111 -2.129e+04 ...

The first line is the number of species (7), then there is the (unrooted) tree with branch lengths,
then the vector of 2× 7− 3 = 11 branch lengths, then the gradient (usually all zero values) and the
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Hessian matrix (11× 11 = 121 values). If you scroll down the file, you will see another block with
another tree, set of branch lengths, etc. corresponding to the second partition; and further down, a
final block corresponding to the third partition. Every time BASEML finishes analyzing a partition,
it writes the tree, gradient and Hessian to a file called “rst2”. MCMCTree collects the “rst2” files and
joins them together in the larger “out.BV” file.

Return to the parent directory (in my example, C:\Users\Mario\Tutorial), and create a new folder
called “approx01”. Into this folder copy the tree, alignment, control and “out.BV” files. Go into
the new folder, and rename file “out.BV” as “in.BV”. Open the “mcmctree.ctl” file and modify the
usedata variable:

usedata = 2 * 0: no data; 1:seq; 2:approximation; 3:out.BV (in.BV)

and then run the program

mcmctree mcmctree.ctl

MCMCTree will now perform divergence time estimation, but this time using the gradient and
Hessian to approximate the likelihood. As with any MCMC, you need to run the analysis again
to check for convergence. Create a new folder and call it “approx02” and repeat the MCMC step
of the analysis (it is not necessary to repeat the first step of estimation of branch lengths, gradient
and Hessian). Compare the results obtained with the approximate method with those from the exact
method. They should be very similar. Compare the time used by both types of analyses (look for a
line starting with “Time used” in the “out.txt” file of each analysis).

Note that the approximate method should not be used with the strict clock (clock=1) as the ap-
proximation in this case is very poor and the results will be incorrect[3].

Tutorial 3: Changing the time scale
In the independent rates model (clock=2) the rate (r) follows a log-normal distribution

f (r | µ,σ2) =
1

r
√

2πσ2
exp

{
− 1

2σ2

[
log(r/µ)+σ

2/2
]2
}

with mean
E(r) = µ

and variance
Var(r) =

(
eσ2
−1

)
µ

2.

The distribution is completely specified by µ and σ2. Parameter σ2 is the variance of log(r).
Let’s write t for the time. If we change the time scale by a constant factor so that the new time is

t ′ = kt then the substitution rate needs to be re-scaled accordingly so that the new rate is r′ = r/k. For
a constant a, E(aX) = aE(X) and Var(aX) = a2Var(X). Therefore the rate r′ in the transformed time
scale has mean

E(r′) = E(r/k) =
1
k

E(r) =
µ

k
and variance

Var(r′) =Var(r/k) =
1
k2Var(r) =

1
k2

(
eσ2
−1

)
µ

2 =
(

eσ2
−1

)(
µ

k

)2
.

It is easy to see that r′ is log-normally distributed with parameters σ2 and µ ′ = µ/k.
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When changing the time scale, we need to change the rate prior accordingly. If µ has a gamma
prior

f (µ) = Gamma(µ | α,β ),

then µ ′ must have the equivalent gamma prior

f (µ ′) = Gamma(µ ′ | α,kβ ).

However, note that σ2 is unchanged during the scale transformation, therefore the prior on σ2

must remain unchanged. The birth and death rates (but not the sampling fraction) in the birth-death
process also need to be changed. Because these are rates, they must be divided by k. For example,
in the ape phylogeny above, if we change the time scale from 100 Myr to 1 Myr (i.e. t ′ = 100t and
r′ = r/100), the tree with rescaled fossil calibrations would look like

7 1

((((human, (chimpanzee, bonobo)) '>6<8', gorilla),

(orangutan, sumatran)) '>12<16', gibbon);

and the RootAge, BDparams and rgene_gamma parameters in the control file would need to be mod-
ified accordingly (compare with the file on page 2)

seed = -1

seqfile = mtCDNApri123.txt

treefile = mtCDNApri.trees

mcmcfile = mcmc.txt

outfile = out.txt

ndata = 3

seqtype = 0 * 0 : nucleotides; 1: codons; 2: AAs

usedata = 1 * 0: no data; 1:seq; 2:approximation; 3:out.BV (in.BV)

clock = 2 * 1: global clock; 2: independent; and 3: correlated rates

RootAge = '<100.0' * safe constraint on root age, used if no fossil for root.

model = 0 * 0:JC69, 1:K80, 2:F81, 3:F84, 4:HKY85

alpha = 0 * alpha for gamma rates at sites

ncatG = 5 * No. categories in discrete gamma

cleandata = 0 * remove sites with ambiguity data (1:yes, 0:no)?

BDparas = .01 .01 0.1 * birth, death, sampling

kappa_gamma = 6 2 * gamma prior for kappa

alpha_gamma = 1 1 * gamma prior for alpha

rgene_gamma = 2 2000 1 * gammaDir prior for rate for genes

sigma2_gamma = 1 10 1 * gammaDir prior for sigma^2 (for clock=2 or 3)

finetune = 1: .1 .1 .1 .1 .1 .1 * auto (0 or 1) : times, rates, mixing...

print = 1 * 0: no mcmc sample; 1: everything except branch rates 2: everything

burnin = 2000

sampfreq = 10

nsample = 20000

The sample proportion in the birth-death prior and the Dirichlet parameter in the rate and σ2 prior
reimain unchanged in time scale. Without auto-finetune, the finetune parameters should also be mod-
ified to achieve better mixing. Running the analysis with the new time scale leads to the same results
as before, with all posterior times (rates) multiplied (divided) by constant k.

In the correlated rates model (clock=3), the rate follows a log-normal distribution with parameters
µ and tσ2. Note that the variance of log(r) is now a function of the time t. With the change of time
scale this variance becomes t ′σ ′2, where σ ′2 = σ2/k. If the prior on σ2 is Gamma(σ2 |α,β ), then for
σ ′2 it is Gamma(σ ′2 | α,kβ ). For example, if the time scale is 100Myr and we are using correlated
rates, the control file would look like

seed = -1

seqfile = mtCDNApri123.txt

treefile = mtCDNApri.trees

outfile = out.txt

mcmcfile = mcmc.txt

ndata = 3
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seqtype = 0 * 0 : nucleotides; 1: codons; 2: AAs

usedata = 1 * 0: no data; 1:seq; 2:approximation; 3:out.BV (in.BV)

clock = 3 * 1: global clock; 2: independent; and 3: correlated rates

RootAge = '<1.0' * safe constraint on root age, used if no fossil for root.

model = 0 * 0:JC69, 1:K80, 2:F81, 3:F84, 4:HKY85

alpha = 0 * alpha for gamma rates at sites

ncatG = 5 * No. categories in discrete gamma

cleandata = 0 * remove sites with ambiguity data (1:yes, 0:no)?

BDparas = 1 1 0.1 * birth, death, sampling

kappa_gamma = 6 2 * gamma prior for kappa

alpha_gamma = 1 1 * gamma prior for alpha

rgene_gamma = 2 20 1 * gammaDir prior for rate for genes

sigma2_gamma = 1 10 1 * gammaDir prior for sigma^2 (for clock=2 or 3)

finetune = 1: .1 .1 .1 .1 .1 .1 * auto (0 or 1) : times, rates, etc.

print = 1 * 0: no mcmc sample; 1: everything except branch rates 2: everything

burnin = 2000

sampfreq = 10

nsample = 20000

and with a time scale of 1 Myr the control file would be

seed = -1

seqfile = mtCDNApri123.txt

treefile = mtCDNApri.trees

outfile = out.txt

ndata = 3

seqtype = 0 * 0 : nucleotides; 1: codons; 2: AAs

usedata = 1 * 0: no data; 1:seq; 2:approximation; 3:out.BV (in.BV)

clock = 3 * 1: global clock; 2: independent; and 3: correlated rates

RootAge = '<100.0' * safe constraint on root age, used if no fossil for root.

model = 0 * 0:JC69, 1:K80, 2:F81, 3:F84, 4:HKY85

alpha = 0 * alpha for gamma rates at sites

ncatG = 5 * No. categories in discrete gamma

cleandata = 0 * remove sites with ambiguity data (1:yes, 0:no)?

BDparas = .01 .01 0.1 * birth, death, sampling

kappa_gamma = 6 2 * gamma prior for kappa

alpha_gamma = 1 1 * gamma prior for alpha

rgene_gamma = 2 2000 1 * gammaDir prior for rate for genes

sigma2_gamma = 1 1000 1 * gammaDir prior for sigma^2 (for clock=2 or 3)

finetune = 1: .1 .1 .1 .1 .1 .1 * auto (0 or 1) : times, rates, etc.

print = 1 * 0: no mcmc sample; 1: everything except branch rates 2: everything

burnin = 2000

sampfreq = 10

nsample = 20000

As an exercise, repeat the analysis using a time scale of 100 Myr and clock=3 and compare the
results with those from clock=2 (from tutorial 1). Then repeat changing the time scale to 1 Myr.

Tutorial 4: Approximate likelihood with protein data
If the input alignment are amino acid sequences, a few extra steps are necessary if we want to use the
approximate method. We will work with the “abglobin.aa” alignment file in the “examples” directory.
This file contains globin sequences for five mammals. Create a new directory called “mcmctree-
globin”, and copy the “abglobin.aa” file into it. Using your favorite text editor (Notepad, TextEdit,
etc.), create the tree file and call it “abglobin.trees”:

5 1

((((rabbit, rat), human), goat-cow), marsupial)'B(1.7,1.9)';

We use a time unit of 100 My and so we calibrate the marsupial/placental divergence to be between
170-190 Ma. Copy the primates “mcmctree.ctl” file (the same tutorial 2 above) into the “mcmctree-
globin” directory. Open the file in your favourite text editor and edit it:
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seed = -1

seqfile = abglobin.aa

treefile = abglobin.trees

mcmcfile = mcmc.txt

outfile = out.txt

ndata = 1

seqtype = 2 * 0: nucleotides; 1:codons; 2:AAs

usedata = 3 * 0: no data; 1:seq like; 2:normal approximation; 3:out.BV (in.BV)

clock = 2 * 1: global clock; 2: independent rates; 3: correlated rates

RootAge = '<1.0' * safe constraint on root age, used if no fossil for root.

model = 0 * 0:JC69, 1:K80, 2:F81, 3:F84, 4:HKY85

alpha = 0 * alpha for gamma rates at sites

ncatG = 5 * No. categories in discrete gamma

cleandata = 0 * remove sites with ambiguity data (1:yes, 0:no)?

BDparas = 1 1 0.1 * birth, death, sampling

kappa_gamma = 6 2 * gamma prior for kappa

alpha_gamma = 1 1 * gamma prior for alpha

rgene_gamma = 2 20 1 * gamma prior for rate for genes

sigma2_gamma = 1 10 1 * gamma prior for sigma^2 (for clock=2 or 3)

finetune = 1: .1 .1 .1 .1 .1 .1 * auto (0 or 1): times, rates, mixing, paras, RateParas, FossilErr

print = 1 * 0: no mcmc sample; 1: everything except branch rates 2: everything

burnin = 2000

sampfreq = 10

nsample = 20000

Now go to the command and run the program

mcmctree mcmctree.ctl

MCMCTree will generate the “tmp0001.ctl”, “tmp0001.trees”, “tmp0001.out” and “tmp0001.txt”
files and will call CODEML to generate the Hessian matrix for the protein data. However, MCMC-
Tree will use the simplest protein model (Poisson and no gamma rates) which is not very useful for
real data analysis. Delete the “out.BV” and “rst” files that were generated. Copy file “wag.dat” from
the “dat” directory into “mcmctree-globin”. Open “tmp0001.ctl” with your favorite text editor and
edit it

seqfile = tmp0001.txt

treefile = tmp0001.trees

outfile = tmp0001.out

noisy = 3

seqtype = 2

model = 2 * 2: Empirical

aaRatefile = wag.dat

fix_alpha = 0

alpha = .5

ncatG = 4

Small_Diff = 0.1e-6

getSE = 2

method = 1

This new control file will run with an empirical rate matrix (WAG) and with gamma rates among
sites. Now you can call CODEML

codeml tmp0001.ctl

to generate the appropriate Hessian matrix using WAG+Gamma. Rename file “rst2” as “in.BV” and
now you have a nice Hessian matrix calculated using WAG+Gamma. Now you can edit “mcmc-
tree.ctl” and set

usedata = 2
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and then run MCMCTree with the approximate method. The steps are the same as for the last part of
tutorial 2.

You can also use a similar procedure if you want to run codon models. Furthermore, if you have
several partitions, say RNA genes and some protein sequences, you can run BASEML on the RNA
data with a nucleotide substitution model, and CODEML on the proteins. Then you can join together
the two “rst2” files for each data type into one larger “in.BV” file, and you can then run MCMCTree
on a combined nucleotide/protein data set. More details about this, perhaps, in a future tutorial.

Tutorial 5: MCMC estimation of times with infinitely many sites
This tutorial assumes that you have a fairly good understanding of Bayesian statistics, the theory
of divergence time estimation, and that you are pretty competent using PAML, code compilers, etc.
You should have read the infinite-sites theory in [11, 7, 4]. The “Infinitesites” program estimates
divergence times assuming infinitely long sequence alignments. Windows users should have a copy
of the program in the bin folder in the PAML distribution. Users of Unix-type operating systems
(Mac, Linux, etc.) need to compile the program.

There are two types of analysis that can be carried out: (1) Estimation under the clock[11, 4], and
(2) Estimation under relaxed clocks[7].

(1) Estimation under the clock: First you need to prepare a special file that contains all the dis-
tances (in substitutions per site) from the tips to the internal nodes in the rooted tree. The distances are
usually calculated by maximum likelihood from a species phylogeny under the clock, using BASEML
or CODEML (that is, you set clock=1 in baseml.ctl or codeml.ctl). For example, for the primate phy-
logeny of tutorial 1, I used BASEML to estimate the branch lengths under the clock for the third codon
sites, using the HKY85+G5 substitution model. The tree with branch lengths from the “mlb.txt” file
is

((((human: 0.224767, (chimpanzee: 0.062487, bonobo: 0.062487): 0.162279): 0.118038,

gorilla: 0.342804): 0.426831, (orangutan: 0.132715, sumatran: 0.132715): 0.636921):

0.315408, gibbon: 1.085044);

((((human: 0.270861, (chimpanzee: 0.066698, bonobo: 0.056882): 0.124104): 0.139081,

gorilla: 0.310795): 0.391339, (orangutan: 0.152555, sumatran: 0.114175): 0.696514):

0.706084, gibbon: 0.706234);

The tree with node numbers is

((((1_human, (2_chimpanzee, 3_bonobo) 12 ) 11 , 4_gorilla) 10 , (5_orangutan,

6_sumatran) 13 ) 9 , 7_gibbon) 8 ;

and the tree plotted with FigTree is
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Create a folder called “inf”, and inside prepare a file called “FixedDsClock1.txt” that has the
distances:

7

1.085 0.7696 0.3428 0.2248 0.0625 0.1327

For a tree with s species under the clock, there will be s− 1 distances, one for each internal node in
the tree. The first line in the file is the number of species in the phylogeny (in this case 7), then the
6 distances are provided, starting with the distance from the tips to the root (node 8), which is 1.085,
and then the distances to the internal nodes (nodes 9 to 13 in that order). For example, the distance
from orangutan to node 9 is 0.1327+ 0.6369 = 0.7696. If you use BASEML or CODEML with
clock=1, the distances are provided in the right order in the output file (usually “mlb.txt”, if running
BASEML, or “mlc.txt”, if running CODEML) below the line of the log-likelihood (starts with “lnL”).
Copy the tree, alignment and control files from tutorial 1 into the “inf” folder. From the alignment file
(“mtCDNApri123.txt”), delete the first two alignments (1st and 2nd codon sites). Open the control
file, “mcmctree.ctl” and edit it:

seed = -1

seqfile = mtCDNApri123.txt

treefile = mtCDNApri.trees

outfile = out

ndata = 1

seqtype = 0 * 0: nucleotides; 1:codons; 2:AAs

usedata = 1 * 0: no data; 1:seq like; 2:normal approximation; 3:out.BV (in.BV)

clock = 1 * 1: global clock; 2: independent rates; 3: correlated rates

We can now run the program from the folder “inf”:

Infinitesites

The program assumes that the distances are perfect MLEs (variance zero) estimated from an infinitely
long sequence alignment, and will use these, together with the prior on the rate and times to calculate
the posterior of the root age (t8). See the appropriate equations in [11] for details on how this is
done. Note that the substitution model variables (kappa, alpha, etc.) in the “mcmctree.ctl” file have
no effect, since the model used is the one specified in BASEML to estimate the branch lengths. At
the end of the run, the program outputs the posterior summary to the screen, not in the mcmc.txt file:

mean (95% CI) CI-width for times

Node 8: 0.274710 ( 0.248121, 0.292213) 0.044092

Node 9: 0.194854 ( 0.175994, 0.207269) 0.031275
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Node 10: 0.086793 ( 0.078393, 0.092323) 0.013931

Node 11: 0.056917 ( 0.051408, 0.060543) 0.009135

Node 12: 0.015824 ( 0.014293, 0.016833) 0.002540

Node 13: 0.033598 ( 0.030346, 0.035739) 0.005393

mean & 95% CI for rates

gene 1: 3.949625 ( 3.713045, 4.372864)

Note that the posterior distribution is one-dimensional. If we know the distribution of the root age,
we know the distribution of all the other ages. The posterior means of times are proportional: t9/t8 =
d9/d8. If we plot the mean times vs. the CI widths, the points will form a perfectly straight line.

The above assumes one locus. To use more than one locus, the branch lengths (node ages)
must be proportional across loci. The FixedDsClock1.txt file then has one additional line for each
additional locus, with the age of the root (distance) on it.

(2) Estimation with relaxed clocks: When the clock is relaxed the situation becomes more compli-
cated. Having infinitely many sites is not enough to achieve a one-dimensional posterior distribution
of the node ages. We need infinitely many loci as well [7]. Infinite sites will estimate divergence
times using a finite number of loci, but each loci with an infinite number of sites. Infinitesites needs
a list of trees (one per locus) with the MLE of branch lengths for each tree. In theory, the tree should
be unrooted with branch lengths estimated without the clock (that is, use clock=0 in baseml.ctl or
codeml.ctl). However, Infinitesites currently assumes the tree is rooted and the branch lengths are
estimated without the clock (that is, use clock=0 in baseml.ctl or codeml.ctl). The program will then
sum up the two branch lengths around the root. I used BASEML to estimate the branch lengths on the
rooted tree with no clock, HKY85+G5 model, for each one of the three alignments (codon positions)
in the primate data of tutorial 1. You should use the tree file with fossil calibrations as the user tree in
BASEML. Create a folder called “inf-loci” and copy the tree with fossil calibrations, the mcmctree.ctl
file and the alignment into this folder. Now prepare a text file called “FixedDsClock23.txt” and copy
the ML trees from BASEML:

7

((((human: 0.029042, (chimpanzee: 0.014554, bonobo: 0.010905): 0.016727): 0.015343,

gorilla: 0.033886): 0.033817, (orangutan: 0.026872, sumatran: 0.022434): 0.069644):

0.094705, gibbon: 0.003237);

((((human: 0.012462, (chimpanzee: 0.002770, bonobo: 0.003825): 0.003322): 0.004486,

gorilla: 0.014271): 0.006297, (orangutan: 0.010814, sumatran: 0.008844): 0.030549):

0.031825, gibbon: 0.001778);

((((human: 0.270861, (chimpanzee: 0.066698, bonobo: 0.056882): 0.124104): 0.139081,

gorilla: 0.310796): 0.391339, (orangutan: 0.152555, sumatran: 0.114175): 0.696514):

0.067705, gibbon: 1.344613);

Now, remember to change the parameters in the “mcmctree.ctl” file. Open this file, and edit ndata
(you now have three partitions) and the clock variable (set it to 2 if you use independent rates or 3 if
correlated rates). The first few lines of the edited file to run under independent rates are:

seed = -1

seqfile = mtCDNApri123.txt

treefile = mtCDNApri.trees

outfile = out

ndata = 3

seqtype = 0 * 0: nucleotides; 1:codons; 2:AAs

usedata = 1 * 0: no data; 1:seq like; 2:normal approximation; 3:out.BV (in.BV)

clock = 2 * 1: global clock; 2: independent rates; 3: correlated rates

Now, you can run the program from the “inf-loci” folder:

Infinitesites

The output in the screen should look like:
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Posterior mean (95% Equal-tail CI) (95% HPD CI) HPD-CI-width

t_n8 0.2010 (0.1656, 0.2542) (0.1606, 0.2447) 0.0841 (Jnode 12)

t_n9 0.1572 (0.1469, 0.1629) (0.1481, 0.1636) 0.0155 (Jnode 11)

t_n10 0.0951 (0.0851, 0.1080) (0.0844, 0.1071) 0.0227 (Jnode 10)

t_n11 0.0636 (0.0593, 0.0726) (0.0586, 0.0711) 0.0126 (Jnode 9)

t_n12 0.0263 (0.0202, 0.0336) (0.0196, 0.0327) 0.0132 (Jnode 8)

t_n13 0.0495 (0.0385, 0.0621) (0.0382, 0.0616) 0.0234 (Jnode 7)

mu_L1 0.4850 (0.4071, 0.5689) (0.4044, 0.5646) 0.1602

mu_L2 0.1634 (0.1280, 0.2111) (0.1244, 0.2059) 0.0814

mu_L3 2.9290 (2.0410, 3.7829) (2.0729, 3.8109) 1.7380

sigma2_L1 0.0605 (0.0176, 0.1690) (0.0114, 0.1385) 0.1271

sigma2_L2 0.1525 (0.0643, 0.3328) (0.0500, 0.2889) 0.2389

sigma2_L3 0.2332 (0.0830, 0.5431) (0.0631, 0.4725) 0.4095

r_left_L1 0.4566 (0.2543, 0.7116) (0.2380, 0.6857) 0.4477

r_left_L2 0.1578 (0.0657, 0.3113) (0.0479, 0.2787) 0.2308

r_left_L3 3.3205 (0.8853, 7.9580) (0.4522, 6.8594) 6.4072

In this case, because we only have three loci, the time posterior is not one-dimensional as in the clock
case. However, if you could increase the number of loci and make it really large, the time posterior
will become one-dimensional and a plot of mean times vs. CI-widths will approach a straight line.

Note that Infinitesites reads the sequence alignment file even though the sequences are ignored.
Thus if you have ndata=3 in the control file, you should have at least three sequence alignments in
the sequence file (the sequences are read and ignored by the program) and three trees with branch
lengths in FixedDsClock23.txt.

For comments and questions about this tutorial please e-mail:
mariodosreis@gmail.com.
School of Biological and Chemical Sciences, Queen Mary University of London, London, E1 4NS,

UK.
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