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In defense of statistical methods for
detecting positive selection

In a highly publicized article, Nozawa et al. (1) claimed that
the branch-site model (BSM) (2, 3) was unreliable because it
produced excessive false positives in their simulation experi-
ment. BSM uses a likelihood ratio test to detect positive se-
lection that affects particular branches and codons in protein-
coding genes, indicated by accelerated nonsynonymous
substitution rates. The authors’ conclusion, if true, would be
important. But it is contradicted by their simulation results.

The study generated 14,000 datasets under a null model
that postulated no positive selection and found that BSM
falsely detected positive selection in 32 cases. Nozawa et al.
(1) claimed that those false positives were ‘‘not supposed to
be obtained theoretically’’ and indicated ‘‘abnormal behav-
iors’’ of the likelihood ratio test. Those claims are false: the
false-positive rate is only 0.23% (32 of 14,000), much lower
than the nominal significance level (5%). Contrary to Nozawa
et al.’s claims, the test is thus conservative. Nozawa et al. pre-
ferred a parsimony-based approach, which averages rates over
the whole protein and achieved 0% false-positive rate in their
simulation. The authors did not examine the power of the
tests. In previous simulations (4), such parsimony-based meth-
ods were found to have little power, even when the likelihood
ratio tests detected positive selection with �100% power.

We suggest that sensible use of statistical methods for de-
tecting positive selection such as BSM (5) is valuable in com-
parative analysis of genomic data. They can generate biologi-
cal hypotheses for experimental verification, narrowing down
possibilities for test in the laboratory. Nozawa et al.’s results,
interpreted correctly, support this view, as do many studies in
which the statistical predictions were validated in the
laboratory.
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