Dating Phylogenies with Sequentially Sampled Tips
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Abstract.—We develop a Bayesian Markov chain Monte Carlo (MCMC) algorithm for estimating divergence times using sequentially sampled molecular sequences. This type of data is commonly collected during viral epidemics and is sometimes available from different species in ancient DNA studies. We derive the distribution of ages of nodes in the tree under a birth–death-sequential-sampling (BDSS) model and use it as the prior for divergence times in the dating analysis. We implement the prior in the MCMCtree program in the PAML package for dating divergence, The BDSS prior is very flexible and, with different parameters, can generate trees of very different shapes, suitable for examining the sensitivity of posterior time estimates. We apply the method to a data set of SIV/HIV-2 genes in comparison with the Bayesian program BEAST. We examined posterior time estimates for old nodes to be sensitive to the priors on times and rates and suggest that multifurcating consensus trees should be avoided in dating analysis. We found posterior time estimates for old nodes to be sensitive to the priors on times and rates and suggest that previous Bayesian dating studies may have produced overconfident estimates. Bayesian inference; MCMC; molecular clock dating; sampled tips; viral evolution.

The distance information in molecular sequences can be translated into absolute times and rates if information about the ages of some nodes in the phylogeny is available. This strategy has been used to date species divergences, with the fossil record used to inform the ages of certain nodes and thus to calibrate the molecular phylogeny. The Bayesian method (Thorne et al. 1998) provides a powerful general framework for integrating such different sources of information. Recent developments in Bayesian molecular clock dating include soft bounds and flexible statistical distributions to deal with uncertainties in fossil calibrations (Yang and Rannala 2006; Drummond and Rambaut 2007) and flexible prior models to describe the drift of the evolutionary rate across lineages (Rannala and Yang 2006; Guindon 2013). Currently, BEAST (Drummond and Rambaut 2007) first to implement such models for non-contemporary sequences although this option has rarely been used. The different sample dates allow evolutionary changes to be calibrated to generate estimates of absolute rates and times. The Bayesian Markov chain Monte Carlo (MCMC) program multidivtime (Thorne et al. 1998) appears to be the first to implement such models for non-contemporary sequences although this option has rarely been used. Currenty, BEAST (Drummond and Rambaut 2007) appears to be the only program being used for dating viral divergences. BEAST implements a number of priors for divergence times, based on the neutral coalescent model either with or without population growth as well as birth–death process models.

In this article, we extend the Bayesian dating method of Yang and Rannala (2016) and Rannala and Yang (2007), implemented in the MCMCtree program in the PAML package (Yang 2007), to analyze sequentially sampled viral sequences. Although the pruning algorithm for likelihood calculation (Felsenstein 1981) is implemented in BEAST, MCMCtree in addition implements an approximate method for the likelihood calculation (Thorne et al. 1998; dos Reis and Yang 2011), which is much faster and can be used in analysis of large data sets (Battistuzzi et al. 2011). We extend the birth–death-sequential-sampling (BDSS) model of Stadler (2010) to specify a prior distribution of divergence times, which is combined with the prior on the evolutionary rates and with the likelihood of the sequence data to give the posterior distribution of divergence times. Our new prior is a generalization of the prior for trees with one sampling time point (Yang and Rannala 1997, 2006).

In the following, we first derive the prior distribution of divergence times under the BDSS model, and then describe our implementation of the prior in the MCMCtree program. We apply the new dating method to two data sets. The first consists of 33 SIV/HIV-2 sequences, compiled and analyzed by Lemey et al. (2011). The second data set consists of 289 influenza H1 genes from different hosts in comparison with the likelihood-based dating method, which is combined with the prior on the evolutionary rates and with the likelihood of the sequence data to give the posterior distribution of divergence times. Our new prior is a generalization of the prior for trees with one sampling time point (Yang and Rannala 1997, 2006).
ancestral to the first branching event yields the "sampled dead and nonsampled lineages, as well as the lineage we may suppress it in our notation.

The black circle at position $i (i = 1\ldots N)$ on the horizontal axis denotes the sampling time $z_i$ (here we have $z_2 = z_3 = z_4 = 0$). The black cross at position $i + 0.5 (i = 1\ldots N – 1)$ on the horizontal axis denotes the branching times $x_i$. max($x_i$) = $t_{mrca}$ is the time of the most recent common ancestor, that is, $k = 2$. We have $z_1^* = z_2^* = 0; z_3^* = z_4^* = z_5^* = z_6^* = 0$. The probability density function $f(t|x; t_{mrca})$ denotes the probability of branching times $z = (z_1, \ldots, z_N)$, where $z, t_{mrca}$ are fixed (i.e., only the bold crosses can be moved vertically). Note that different $x$ may induce different tree topologies (e.g., $x_3 < x_4$ induces a different tree than the tree in this figure).

with the Bayesian dating program BEAST (Drummond and Rambaut 2007).

METHODS

The BDSS Model

We assume a BDSS model of birth, death, and sampling, which gives rise to a prior distribution of binary trees with divergence times. The process starts with a first single lineage. A lineage gives birth to another lineage with rate $\lambda$, and dies with rate $\mu$. The term lineage here can mean a viral sequence in analysis of viral data with sample dates (as in this article) or a species in analysis of species phylogenies. A birth may correspond to a viral transmission or a speciation event, and a death may correspond to the host becoming noninfectious or to a species extinction. The two lineages originating from a birth event are distinguished and labeled "left" and "right." The process is stopped at the present time; see below for a specification of present time. Sampling takes place through time, described by two processes. First, with rate $\psi$ per lineage, we sample lineages sequentially through time, yielding "extinct" samples (i.e., samples taken prior to the present). We assume that an extinct sample is not giving rise to further lineages (meaning it is essentially dead) and thus in particular an extinct sample is not ancestral to a descendant sample. Second, at the present time, we sample each extant lineage with probability $\rho$. These samples typically correspond to extant species. For analysis of viral sequences (as in this article), we set $\rho = 0$. The parameters in the BDSS model are denoted $\eta = (\lambda, \mu, \psi, \rho)$. In this article, $\eta$ is fixed, so we may suppress it in our notation.

The BDSS model produces a binary tree. Pruning all dead and nonsampled lineages, as well as the lineage ancestral to the first branching event yields the "sampled tree," for the sampled lineages only (Fig. 1). The sampled tree is drawn such that each branching event has the "left" descendant on the left and the "right" descendant on the right. The distinction between left and right is a convenient notation for the derivation of the probability density. Note that swapping the two sides of the tree does not change the density.

We label the sampled lineages from left to right by $1\ldots N$ and denote their sampling times by $z = (z_1, \ldots, z_N)$. Let the branching events be $1\ldots N–1$ and the branching times be $x = (x_1, \ldots, x_{N–1})$ from left to right. The last (most recent) sampling time is taken as time zero and is referred to as "the present." The age of the root (i.e., the time of the first branching event) is $t_{mrca} = \max(x)$. With this definition, vectors $x$ and $z$ fully specify the sampled tree. Furthermore, each sampled tree has a unique representation through $x$ and $z$. The birth–death process has no natural beginning or ending, so one has to condition on certain features of the process to apply the theory. One may condition on the time of the origin of the first lineage, as in (Stadler et al. 2013), on the number of sampled tips $N$, or on both.

For dating the branching times in a given sampled tree, we want to condition on the age of the root of the sampled tree ($t_{mrca}$). Second, we condition on the number of the sampled tips ($N$). With such conditioning, the crosses representing the non-root nodes in Figure 1 may be moved up and down according to the prior distribution whereas the root and the sampling points are fixed. We require the user to specify a diffuse prior on the root age. While conditioning on the number of sampled tips $N$ and the sampling times $z$ is sufficient to generate a prior distribution on $t_{mrca}$, from the BDSS model, the information provided by $N$ and $z$ may be too diffuse and misleading, running the risk that the posterior time estimates are unduely influenced by the prior without the user’s knowledge. Similarly in the method of Yang and Rannala (2006) and Rannala and Yang (2007) for dating species divergences, the prior of times is conditioned on the root age and the user is required to specify a prior distribution for the root age. The joint prior of all node ages is generated by the so-called “conditional construction,” which multiplies the user-specified prior on the root age and the prior for the ages of non-root nodes (conditioned on the root age) specified by the BDSS model (Yang and Rannala 2006). Third, we also condition on the topology of the sampled tree $T$ (i.e., on the sampled tree ignoring branching times and sampling times, but preserving relatedness and orientation of “left” and “right”). The requirement for a given tree topology may be a drawback, especially for viral sequences that are highly similar and thus do not contain much phylogenetic information. For the present, it is unclear whether a model-averaging approach, which averages over different phylogenies to estimate clade ages, can produce more reliable time estimates than a fixed tree approach, which estimates divergence times on a fixed tree topology (such as the ML tree). However, fixing the tree topology allows us to use the approximate likelihood calculation (dos Reis and Yang 2011), which is
useful for analysis of large data sets. In practice, one may use alternative tree topologies to evaluate the impact of the tree on the posterior time estimates (see below).

Estimating Divergence Times

The main objective of this article is to derive the probability density of node ages (divergence times $x$) given the sampled tree topology $T$ and sampling times $z$ under the BDSS model. This density will be used as the prior on times, and together with the prior on rates $r$ and substitution parameters $\theta$ and with the likelihood for the sequence data $D$, will generate the posterior distribution of divergence times $x$. By Bayes’s theorem, the posterior distribution of $x, r, \theta$ is given as

$$ f(x, r, \theta | D, T, z) = \frac{f(D|x, r, \theta, T, z) f(x, r, \theta | T, z) f(r, \theta | T, z) f(\theta | T)}{f(D|T, z)}, \tag{1} $$

where $f(D|x, r, \theta, T, z)$ is the likelihood of the sequence data given the tree topology and $x, r, \theta$ are the specified topological, clock, and substitution parameters, respectively. $f(x, r, \theta | T, z)$ and $f(r, \theta | T, z)$ are prior distributions for the root age and the rates, respectively. Finally, $f(D|T, z)$ is the normalizing constant and need not be calculated in MCMC algorithms.

Prior Distribution on Divergence Times $x$

Our objective in this section is to derive $f(x|T, z, t_{\text{mrca}})$ given the BDSS parameters $\eta = (x, \mu, \psi, \rho)$. Let $k$ be the number of samples in the left subtree descending from the root; in Figure 1, we have $k = 2$. Note that $k$ is known if $T$ is given, but not vice versa. We can rewrite

$$ f(x|T, z, t_{\text{mrca}}) = \frac{f(x|T, z, k, t_{\text{mrca}})}{f(T|z, k, t_{\text{mrca}})} \tag{2} $$

The last equality follows, because when $z$ is given, $x$ specifies the topology $T$. We now deal with the two terms $f(x|z, k, t_{\text{mrca}})$ and $f(T|z, k, t_{\text{mrca}})$ in Equation (2) separately.

The denominator and conditioning on the tree topology.—The denominator $f(T|z, k, t_{\text{mrca}})$ is the conditional probability of the tree topology ($T$) given the sample times ($z$), the number of samples in the left subtree ($k$), and the age of the root in the sampled tree ($t_{\text{mrca}}$). This probability is hard to calculate and is ignored in our implementation. As a result, our implementation of the BDSS prior is approximated in such a way that the density for times is off by the factor $f(T|z, k, t_{\text{mrca}})$. Because $f(T|x, k, t_{\text{mrca}})$ is a function of $t_{\text{mrca}}$ (note that $T, z, k$ are fixed in the MCMC), ignoring it has the effect of changing the prior for $t_{\text{mrca}}$. The prior for $t_{\text{mrca}}$ specified by the user, called the user-specified prior, is $f(T|z, k, t_{\text{mrca}})$, but the prior used by the computer program, called the effective or actual prior, is instead

$$ f(T|z, k, t_{\text{mrca}}) = \frac{f(U|z, k, t_{\text{mrca}}) f(T|z, k)}{f(T|z, k, t_{\text{mrca}})} \tag{3} $$

as $f(T|z, k)$ is a constant.

Suppose the user specifies the prior on the root age $t_{\text{mrca}}$ by dropping $t_{\text{mrca}}$, the MCMC should sample the times $z$ and collect the MCMC sample for the root age to construct a histogram and estimate the empirical distribution, the distribution may be different from $U(100,500)$ and is instead given by Equation (3). The mismatch between the user-specified prior and the effective prior used by the MCMC algorithms is currently a common problem in Bayesian molecular clock dating methods (Inoue et al. 2010; Heled and Drummond 2012). We advise the user should run the program without data to generate the effective prior and confirm that it is sensible for the data.

It turns out that if all samples were taken at the same time, we would not rely on an approximation at all. In that case, all root oriented tree topologies with interior nodes ordered by age [called labeled histories by Edwards (1970)] are equally likely (Aldous 2003, Ford et al. 2009). Then, $f(T|z, k, t_{\text{mrca}})$ would not depend on $t_{\text{mrca}}$ and we would not alter the prior distribution of $t_{\text{mrca}}$ by dropping $t_{\text{mrca}}$. This reasoning suggests that when the root is very old relative to the tips (so that the tips have almost the same sampling time relative to the root), the user-specified and effective priors will be very similar. This argument is supported by our tests (see Appendix B).

We note that it may be possible to estimate $f(T|z, k, t_{\text{mrca}})$ by an MCMC algorithm. For given $z, k$, and $t_{\text{mrca}}$, the MCMC should sample the times $x$ and tree topology $T$ from $f(T|z, k, t_{\text{mrca}})$, which corresponds to moving the bold crosses in Figure 1 vertically under the only constraint that ancestral nodes are younger than $x$. The proportion of samples in which $T = T$ will be an estimate of the probability $f(T|z, k, t_{\text{mrca}})$. As $T, z$, and $k$ are fixed and only $t_{\text{mrca}}$ varies, one can generate a look-up table for different $t_{\text{mrca}}$ before running the MCMC using the sequence data. We suspect that small changes in $t_{\text{mrca}}$ do not cause large changes to $f(T|z, k, t_{\text{mrca}})$, so that one does not need to tabulate many values for $t_{\text{mrca}}$. However, on a large data set with many sequences, there may be many trees that are comparable with the given $z, k$, and $t_{\text{mrca}}$. As a result, $f(T|z, k, t_{\text{mrca}})$
The numerator and the distribution of the branching times.—The numerator in Equation (2), \( f[x; z, k, t_{\text{meca}}] \), is given by the following theorem, a proof of which is provided in Appendix A.

**Theorem 1** The probability density of the divergence times \( x \), given \( z, k \), and \( t_{\text{meca}} \), is

\[
 f[x; z, k, t_{\text{meca}}] = \prod_{i=1, j \neq k}^{N-1} \frac{c_1(1-c_2)e^{-c_1z_i}}{g(t)^2(1/g(t_{\text{meca}})-1/g(c_i^2))}, \tag{4}
\]

where \( z_i^* = \max(z_i, z_{i+1}) \) and where

\[
 c_1 = \sqrt{(\lambda - \mu - \psi)^2 + 4 \lambda \psi}, \quad c_2 = -\frac{\lambda - \mu - 2 \lambda \rho - \psi}{c_1}, \quad g(t) = e^{-c_1t}(1-c_2)+(1+c_2).
\]

Thus, Theorem 1 provides a prior probability density for divergence times \( x \), with the limitation that the effective prior for \( t_{\text{meca}} \) is the user-specified prior distribution divided by \( f[T; z, k, t_{\text{meca}}] \). We refer to this prior as Approach 1.

Next, we show that the prior for the divergence times derived here is invariant to the choice of time scale.

**Corollary 2** When time is scaled by a factor \( 1/s \) (e.g., when one time unit is changed from 1 year to 100 years so that \( s = 100 \)), the rates \( \lambda, \mu, \) and \( \psi \) are transformed accordingly to \( \lambda_s, \mu_s, \) and \( \psi_s \), and the sampling probability \( p \) remains constant, then the probability density of the speciation times \( x \) with the scaled parameters \( f_s[x; z, k, t_{\text{meca}}] \) and the probability density of the speciation times \( x \) with the original parameters \( f[x; z, k, t_{\text{meca}}] \) satisfy the following equality:

\[
 f_s[x; z, k, t_{\text{meca}}] = s^{N-2}f[x; z, k, t_{\text{meca}}]. \tag{5}
\]

**Proof.** Under the rate and time transformation, \( c_1 \) becomes \( sc_1 \) and \( c_2 \) remains constant. Also, \( g(t) \) and \( c_1/z \) remain constant, which establishes the corollary.

A consequence of this corollary is that for any time scale, the MCMC method estimates the same distribution for \( x \), as \( s^{N-2} \) is a constant and cancels out in the prior ratio. The invariance to change of time scale does not hold anymore if the rate distribution is not invariant (e.g., when the log-normal distribution for rates is assumed), although we expect the effect to be minor.

The special case \( \Psi = 0 \).

**Corollary 3** For \( \Psi = 0 \), we have \( z_i = 0 \) for all \( i \), and Equation (4) simplifies to

\[
 f[x; z, k, t_{\text{meca}}] = \prod_{i=1, j \neq k}^{N-1} \frac{(\lambda - \mu)^2e^{-(\lambda - \mu)t_i}}{\rho \lambda + (\lambda(1 - \rho) - \mu)e^{-(\lambda - \mu)t_i}2} \times \frac{1 - e^{-(\lambda - \mu)t_i}}{1 - e^{-(\lambda - \mu)t_i}}. \tag{6}
\]

For \( \mu = \lambda \) (in addition to \( \Psi = 0 \)), the probability density \( f[x; z, k, t_{\text{meca}}] \) is obtained by taking the limit \( \mu \rightarrow \lambda \) in Equation (6), using the property \( e^{-\epsilon} \sim 1 - \epsilon \) for \( \epsilon \rightarrow 0 \),

\[
 f[x; z, k, t_{\text{meca}}] = \prod_{i=1, j \neq k}^{N-1} \frac{1/t_{\text{meca}} + \lambda \phi}{(1 + \lambda \phi)^2}. \tag{6a}
\]

**Remark 1.** Let \( t \) be the order statistic of \( x \), that is \( x_{(1)} \ldots x_{(N-1)} = \{t_1 \ldots t_{N-1}\} \) and \( t_1 > \ldots > t_{N-1} \). For \( \psi = 0 \) (implying that all \( z_i = 0 \)), the distribution for \( t \) (and implicitly also for \( x \)) is derived without conditioning on \( k \) in Yang and Rannala (1997, 2006). This distribution also follows from Theorem 1 and Corollary 3. For \( z_1 = \ldots = z_N = 0 \), it is easy to see that each permutation of \( x \) induces a unique tree and each permutation of \( x \) is equally likely (Gernhard 2008; Ford et al. 2009), thus we obtain,

\[
 f[t; z, k, t_{\text{meca}} = t_1] = \frac{(N-2)!}{N-1} \prod_{i=2}^{N-1} \frac{(\lambda - \mu)^2e^{-(\lambda - \mu)t_i}}{\rho \lambda + (\lambda(1 - \rho) - \mu)e^{-(\lambda - \mu)t_i}2} \tag{6}
\]

As each \( k \) is equally likely (Slowinski 1990),

\[
 f[t; z, t_{\text{meca}} = t_1] = \frac{1}{N-1} \sum_{k=1}^{N-1} f[t; z, t_{\text{meca}} = t_1] = \frac{f[t; z, t_{\text{meca}} = t_1]}{N-1}.
\]

Thus,

\[
 f[t; z, t_{\text{meca}} = t_1] = \frac{(N-2)!}{N-1} \prod_{i=2}^{N-1} \frac{(\lambda - \mu)^2e^{-(\lambda - \mu)t_i}}{\rho \lambda + (\lambda(1 - \rho) - \mu)e^{-(\lambda - \mu)t_i}2}.
\]

\[
 f[t; z, t_{\text{meca}} = t_1] = \frac{(N-2)!}{N-1} \prod_{i=2}^{N-1} \frac{(\lambda - \mu)^2e^{-(\lambda - \mu)t_i}}{\rho \lambda + (\lambda(1 - \rho) - \mu)e^{-(\lambda - \mu)t_i}2}.
\]
Approach 1, the effective prior for descendants. If Approach 1, one lineage may only have extinct sampled lineages. If $t_{	ext{mrca}}$ is old, whereas Approach 2 does not have this property. This is the main reason for our preference for Approach 1.

An Alternative Prior on Divergence Times

Besides the prior specified in Theorem 1 (Approach 1), we describe in the Online Supplementary Text (Doi:10.5061/dryad.9c568) a second prior for $x$ and refer to it as Approach 2. This is based on rewriting the density as
\[ f(x|T, z, t_{\text{mrca}}) = \frac{f(x,z|n, t_{\text{mrca}})}{f(T, z|n, t_{\text{mrca}})} \quad (8) \]
where $n$ is the number of extant sampled lineages. The numerator, $f(x,z|n, t_{\text{mrca}})$, is given in Theorem 4 in the Online Supplementary Text. As we cannot calculate the denominator, $f(T, z|n, t_{\text{mrca}})$, it is ignored. As a result, instead of the user-specified prior $f(t_{\text{mrca}}|T, z)$ for the root age, the effective prior used by the computer program is $f(t_{\text{mrca}}|T, z) = f(x,z|n, t_{\text{mrca}})/f(T, z|n, t_{\text{mrca}})$.

Approach 2 has a second slight difference from Approach 1 concerning the definition of $t_{\text{mrca}}$: in Approach 2, if $n > 2$ we require both lineages at time $t_{\text{mrca}}$ to have extant sampled descendants whereas in Approach 1, one lineage may only have extinct sampled descendants. If $\psi = 0$, both priors simplify to the prior described by Yang and Rannala (1997, 2006).

All three priors are implemented in MCMCtree. In Appendix B, we present some results that validate our implementation. Furthermore, we show that in Approach 1, the effective prior for $t_{\text{mrca}}$ is close to the user-specified prior if $t_{\text{mrca}}$ is old, whereas Approach 2 does not have this property. This is the main reason for our preference for Approach 1.

Comparison of our New Prior with the Prior in BEAST

The prior of times developed in this article (Approach 1) and implemented in the MCMCtree program differs from the BDSS prior implemented in the software package BEAST (Drummond and Rambaut 2007). BEAST samples trees and parameters from the posterior distribution (Stadler et al. 2012),
\[ f(x,z, t_0, r, \theta, \eta|D, \hat{z}) = \frac{f(D|x,z, r, \theta)f(x,z|\eta)f(\eta)|r|f(0)}{f(D, \hat{z})} \quad (9) \]
where $t_0$ is the time of origin (the time of outbreak of an epidemic, or the stem age of a species clade) and $\hat{z}$ are the unordered sampling times. Note that BEAST typically samples tree topologies and birth-death parameters, although it is possible to fix the tree topology by applying constraints, and to essentially fix $\eta$ by assuming a highly concentrated prior. Doing this will yield, for fixed $\eta$,
\[ f(x, t_0, r, \theta|D, T, z) = \frac{f(D|x,z, r, \theta)f(x,z|\eta)f(\eta)|r|f(0)}{f(D, T, z)} \quad (10) \]
One could alter the formulae in BEAST to assume a prior for $t_{\text{mrca}}$ instead of $t_0$, and thus sample only $x$ without $t_0$. Our MCMCtree implementation samples from the posterior distribution $f(x, r, \theta|D; T, z)$ (Equation 1).

The major difference between the two implementations is that BEAST treats the unordered sampling times $\hat{z}$ as part of the data when it samples trees and the BDSS parameters, while MCMCtree conditions on the sampling times $z$. As a consequence, in BEAST, the prior on $t_{\text{mrca}}$ or $t_0$ is not conditioned on the sampling times $z$ and specification of the prior on $t_{\text{mrca}}$ or $t_0$ should not use any knowledge of the tree topology $T$ or the sampling times $z$. For example, the sampling times for sequences in the influenza A H1 gene data set analyzed later in this article span 91 years, from 1918 to 2009, and the phylogeny consists of major clades such as the avian or avian-like clade, the classic swine clade, and the human clade (see Fig. 3 later in the article). Such information concerning the tree topology and sampling times should not be used when one specifies the prior for $t_{\text{mrca}}$ or $t_0$ in the BEAST analysis, even if the tree topology is fixed and the Bayesian analysis is conditioned on the sampling times. In comparison, the prior on times in MCMCtree is conditioned on the tree topology $T$ and the sampling times $z$. For example, when one specifies the uniform bounds on the root age in the influenza tree, one should use the knowledge of the phylogeny and the sequence sampling times. Such knowledge may be the most important information that the biologist has to specify a prior on the root age.

Indeed, the main objective of this article has been to develop a prior that is properly conditioned on the information available to biologists when dating sequentially sampled phylogenies. Our BDSS prior is set up such that by using different parameters, it can generate flexible distributions of divergence times, which will be useful for examining the robustness of posterior time estimates to the prior on divergence times. Our preliminary tests on example data sets (see below) suggest that posterior time estimates may be very sensitive to the BDSS parameters. In contrast to
implementation, BEAST allows estimation of important epidemiological parameters using molecular sequence data (Stadler 2013), by treating the sampling times as data and by assigning priors on the BDSS parameters. The robustness of Bayesian estimation of divergence times and of BDSS parameters to violation of the BDSS model is an interesting question that merits further study.

Implementation of the Divergence Time Prior in the MCMCtree Program

The new divergence time prior is implemented in the MCMCtree program in the PAML package (Yang 2007). Three models concerning the evolutionary rates are implemented, as described by Yang and Rannala (2006) and Rannala and Yang (2007): The strict molecular clock, the independent-rates model and the correlated-rates model. The likelihood, \( f(D|x, r, \theta) \) in Equation (1), is calculated using either Felsenstein (1981)'s pruning algorithm or the large-sample approximation based on the Taylor expansion of the log likelihood (Thorne et al. 1998; dos Reis and Yang 2011). Details of those parts of the Bayesian analysis have been described before and are not repeated here.

The MCMC algorithms propose changes to the divergence times \( x \), the evolutionary rates \( r \) (under both the clock and relaxed-clock models), and the parameters \( \theta \) in the substitution model such as the transition/transversion rate ratio \( \kappa \) and the gamma shape parameter \( \alpha \) for variable rates among sites. Those proposals are described in Yang and Rannala (2006). However, the so-called mixing proposal [Step 4 on page 225 of Yang and Rannala (2006)] works only for sequentially sampled sequences at the same time, and not for sequentially sampled sequences. In Appendix C, we describe a modification to the algorithm so that it works for our new dating analysis.

RESULTS: REAL-DATA ANALYSIS

In this section, we apply our new dating method based on the BDSS prior to two data sets. The first one is a small data set of 33 SIV/HIV-2 sequences. We use the data for comparison with the ML TipDate method of Rambaut (2000). The second is a large data set of 289 influenza A H1 gene sequences from the human, swine, and avian hosts. We analyze the data for comparison with the Bayesian dating program BEAST (Drummond et al. 2006; Drummond and Rambaut 2007).

Divergence Times of HIV-2

We applied our new dating method based on the BDSS prior to a data set of SIV/HIV-2 sequences with known isolation dates, aligned and analyzed by Lemey et al. (2003). Previous phylogenetic analysis indicates that HIV-2 originated through multiple interspecies transmissions from sooty mangabeys. In contrast to HIV-1, which has spread globally, HIV-2 is mainly restricted to West Africa, possibly due to its lower viral load and lower transmissibility. HIV-2 subtypes A and B are epidemic whereas subtypes C-G are nonepidemic. Lemey et al. (2003) analyzed the data set to date the introduction of HIV-2 into the human population and to estimate the epidemic history of HIV-2 subtype A in Guinea-Bissau, the putative geographic origin of HIV-2. The alignment has 33 sequences, consisting of partial \( gag \) and \( env \) genes, with 1107 nucleotide sites.

Lemey et al. (2003) used the TipDate ML method of Rambaut (2000), implemented in the BASEML program in PAML (Yang 2007), to estimate the divergence times under the molecular clock. The phylogenetic tree used is a bootstrap consensus tree inferred using PAUP* under the TN93 + I model (Tamura and Nei 1993; Yang 1994b). We have used RAxML (Stamatakis et al. 2005) under GTR + I (Yang 1994a, 1994b) to infer the ML tree (shown in Fig. 2) and use it in our dating analysis. This is very similar to the ML tree inferred using PhyML (Guindon and Gascuel 2003) under HKY85 + I (Hasegawa et al. 1985; Yang 1994b).

We note a few differences between our tree and the tree used by Lemey et al. First, the relationship among subtypes A, B, and C is \((A, B, C)\) in our tree while it is \((A, B, C)\) in Lemey et al. Second, in our tree, the sequence SIVSTM89 is sister to the clade \((A, B, C)\), whereas it is not in the Lemey et al. tree. The substitution model used in the three analyses mentioned above are very similar, so we suspect that the difference is due to the search algorithms implemented in PAUP* being less efficient than those in RAxML or PhyML.

More importantly, Lemey et al. used a bootstrap consensus tree with multifurcating nodes for divergence time dating while we use the ML tree from RAxML instead. We suggest that the multifurcating tree is a poor choice for two reasons. First, the polytomy is a biologist’s intuitive way of representing phylogenetic uncertainty, but, when used in molecular clock dating, is treated as a precise mathematical model of the evolutionary relationships among the sequences. In contrast, the ML tree has some chance of being the true tree. Second, we suggest that an inferred binary tree (such as the ML tree), even if incorrect, should produce more reliable time estimates than a consensus tree with multifurcations. Consider the estimation of the age of the root in the tree of sequences 1, 2, and 3, which has the true relationship \((1, 2, 3)\). We suggest that use of the ML tree should provide more reliable estimate of the root age than the star tree \((1, 2, 3)\), since consideration of pairwise distances \(d_{12}, d_{23}, d_{31}\) appears to suggest that using the star tree may lead to underestimates of the root age. However, complex patterns may result if there are several multifurcating nodes in different parts of the tree.

Table 1 shows the ML estimates (MLEs) and the 95% confidence intervals for the ages of a few key nodes in the tree when the analysis is conducted using the multifurcating tree of Lemey et al., and the ML trees and the bootstrap consensus trees obtained using RAxML.
FIGURE 2. HIV-2/SIV ML tree obtained using RAxML with divergence time estimates obtained using the new BDSS prior under a) the strict clock or b) the correlated-rates models. The branch lengths represent the posterior means of time estimates, while the node bars represent the 95% posterior credibility intervals.
and PhyML. The confidence intervals are calculated as MLE±2 SE, with the Hessian matrix (the observed information matrix), calculated numerically, used to approximate the variance–covariance matrix. The results for the Lemey et al. tree are identical to those published by Lemey et al. (2003). The RAxML and PhyML trees are very similar and the results for them are also very similar, with the consensus trees having larger confidence intervals. The age estimates obtained from the Lemey et al. tree are older. The most conspicuous difference is that the use of the multifurcating trees led to much wider confidence intervals. For example, the \( t_{\text{mrca}} \) of HIV-2 subtype A is estimated to be 1940 (1905–1975) by Lemey et al., with 70 years of uncertainty, whereas our estimate is 1958 (1945–1972), with only 27 years of uncertainty. Similarly, for other node ages, our confidence intervals are much narrower than and nested within those of Lemey et al.

We then used the ML tree (the RAxML tree) for Bayesian divergence time estimation, using the method developed in this study. The sequence dates range from 1995 to 2013, so that the most recent date is set to zero, while the oldest sequence has time 0.13, with one time unit to be 100 years. We set \( \lambda = 2, \mu = 1, \rho = 0, \) and \( \psi = 1.8. \) We specify a soft uniform prior on the age of the root: \( (0.5, 2.0) \), which means that the root age is from 1795 to 1945. We refer to those prior settings as the standard prior. We introduce some variations to the standard prior to evaluate the impact of the prior on posterior time estimation. For example, we used two other uniform priors on the root age: \( (0.2, 1.5) \), meaning that the root age is from 1845 to 1975, and \( (0.8, 2.5) \), meaning that the root age is from 1745 to 1915. In each case, the bounds are soft with the tail probability set at 1% (see Yang and Rannala 2009; Fig. 2c). We calculate the likelihood under the HKY85+\( \Gamma_5 \) model using the likelihood approximation of dos Reis and Yang (2011).

First, we assumed the molecular clock. We used the gamma prior \( G(2, 10) \) for the substitution rate, with mean at \( 2/10 = 0.2 \) changes per site per time unit or 0.002 changes per site per year. The results are summarized in Table 2. The first two priors on the root age, \( U(0.5, 2.0) \) and \( U(0.2, 1.5) \), produced nearly identical posterior time estimates. These are also close to the MLEs (Table 1, RAxML tree). For example, the MLE of the age of subtype A is 1958 (1945, 1972), whereas it is 1956 (1946, 1972) in the Bayesian analysis. The 95% Bayesian credibility intervals (CIs) are in general narrower than the confidence intervals, probably due to the use of the prior on the evolutionary rate in the Bayesian analyses. Note that the ML confidence intervals and the Bayesian credibility intervals are based on different philosophical interpretations, although they may be numerically similar in many applications. The third prior on root age, \( U(0.8, 2.5) \), is somewhat unrealistic as its younger age bound (1915) is too old. The posterior CI for the root age slightly violates this bound. Nevertheless,
the estimates are very similar to those obtained from the other two priors, especially for the non-root node ages. The posterior estimates appear to be quite robust to the prior on the root age in this analysis.

Relaxing the clock assumption by using the correlated-rates model caused very small changes to the posterior time estimates for the major clades, with slightly wider CIs (Table 2). For example, the age of subtype A became 1956 (1946, 1967), compared with 1956 (1946, 1965) under the clock, and the age of subtype B became 1964 (1952, 1974), compared with 1961 (1953, 1968) under the clock. The rate-drift parameter \( \sigma^2 \) is estimated to be about 0.26 (0.15, 1.8).

We also examined the impact of the BDSS prior on the posterior time estimates by changing the parameters in the BDSS model. We multiplied the parameters in the BDSS model \( \lambda, \mu, \) and \( \psi \) by 2 and 0.5 to generate two new priors. The parameters are thus (a) \( \lambda=2, \mu=1, \psi=1.8 \), (b) \( \lambda=4, \mu=2, \psi=3.6 \); and (c) \( \lambda=1, \mu=0.5, \psi=0.9 \). The prior means of node ages and the 95\% CIs are shown in Supplementary Figure S1, while the corresponding posterior results are shown in Supplementary Figure S2. Increasing the parameters caused the ages of the non-root nodes to become younger, so that the posterior age estimates for prior (b) are younger than those for prior (a) although the intervals overlap. Decreasing the parameters cause the variance in the prior to increase so that the prior intervals for prior (c) are wide. As a result, the posterior results are also much wider for prior (c) than those for the standard prior (a). The results suggest that the posterior time estimates are sensitive to the parameters in the BDSS model or to the prior of divergence times.

The results suggest (i) that the BDSS model is very flexible and, with different parameter values, can generate widely different prior distributions for times, and (ii) that our approximation strategy in conditioning on the tree topology has been successful, so that the effective marginal prior on the root age is often very close to the user-specified prior on the root age.

Compared with the ML analysis of Lemey et al. (2003), our Bayesian estimates in Table 2 are much more precise, with the credible intervals nested within the confidence intervals of Lemey et al. (2003). Our results are consistent with the hypothesis that the expansion of HIV-2 clades coincided with the independence war in Guinea-Bissau (1963–1974), suggesting that war-related changes in sociocultural patterns may have had a major impact on the HIV-2 epidemic.

**Divergence Times of Influenza Viral Strains**

The second data set we analyze consists of 289 influenza A H1 gene sequences from the human, swine, and avian hosts, compiled by dos Reis et al. (2011). The alignment has 1710 sites. The sampling spans 91 years from the earliest sequence of 1918 human pandemic virus to 2009. The human viruses apparently became extinct in 1957 and reappeared in 1977, with newly appearing strains being nearly identical to a Russian virus from 1954 (Smith et al. 2009). To account for this lack of evolution when the virus was frozen in the laboratory, we subtracted 23 years from all modern human viruses sampled after 1977. Nevertheless, two human viral sequences from the 2009 pandemic are part of the classic swine clade so their ages were not reduced. The data were analyzed using both MCMCtree and BEAST.

For MCMCtree analysis, we used the ML tree inferred using PhyML (Guindon and Gascuel 2003) by dos Reis et al. (2011). BEAST estimates the tree topology during the MCMC, and the generated posterior tree had the same major clades as the ML tree. As far as possible we used the same substitution model and priors in the two programs. We used the HKY + \( \Gamma_2 \) model of nuclear substitution (Hasegawa et al. 1985; Yang 1994b), although the likelihood is calculated using an approximate algorithm in MCMCtree (dos Reis et al. 2011) and the exact pruning algorithm in BEAST (Felsenstein 1991; Yang 1994b). The independent-rates model is used to relax the clock, with rates to be random variables from a log-normal distribution. The overall rate is assigned a gamma prior \( \sigma \sim G(2,1000) \), with the mean mutation rate to be 0.002 substitutions/site/year. The rate-drift parameter \( \sigma^2 \) is parameterized differently in the two programs, with BEAST using \( \sigma \) and MCMCtree using \( \sigma^2 \). We assign a gamma prior \( \sigma \sim G(4,20) \), with mean 0.2 for BEAST and a gamma prior \( \sigma^2 \sim G(1,20) \) with mean 0.05 for MCMCtree. The time prior is generated by the BDSS process with \( \lambda = 2, \mu = 1, \psi = 1.8, \rho = 0 \) in MCMCtree, while for BEAST, it is generated using a constant-population coalescent process, which was one of the standard tree-generating models in BEAST [note that recently an alternative birth–death-based prior became available though (Stadler et al. 2013)].

The root age (root height) is assigned a uniform prior between 100 and 500 years before 2009. Those bounds are hard in BEAST and sharp (with tail probabilities 0.1\%) in MCMCtree. We used preliminary runs to determine the length of the Markov chain to ensure that different runs of the same analysis produced consistent results. For MCMCtree, we ran the chain for 5 x 10^6 iterations, sampling every 10^4 iterations. Those numbers are not comparable between programs as they depend on the details of the MCMC algorithms which may have very different mixing efficiencies. The same analysis is run at least twice, to confirm that the results are consistent between runs. Running time is several hours for MCMCtree and 1–2 weeks for BEAST.

The time tree with posterior means and 95\% CIs of divergence times obtained using our new BDSS prior and the independent-rates model is shown in Figure 3. Table 3 lists the posterior means and the 95\% CIs for several key nodes obtained under different rate-drift models implemented in MCMCtree, including the strict clock, the independent-rates model and the auto-correlated rates model. Estimates from BEAST under the independent-rates model are listed in the table as...
FIGURE 3. Time tree showing posterior estimates of divergence times obtained under the BDSS prior and the independent-rates model implemented in MCMCtree. A few major clades are labeled, such as the Human-Classical Swine clade (A), the Human clade (B), the Classical Swine clade (C), the Avian-European Swine clade (D), and European Swine clade (E). Estimates of the ages of those clades are shown in Table 3. Sampling times range from 2009 to 1918 (which is indicated by arrow).

TABLE 3. Bayesian estimates and 95% credibility intervals of influenza divergence times estimated using MCMCtree and BEAST

<table>
<thead>
<tr>
<th>Node</th>
<th>MCMCtree Prior</th>
<th>MCMCtree clock</th>
<th>MCMCtree independent rates</th>
<th>MCMCtree auto-correlated rates</th>
<th>BEAST independent rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root</td>
<td>1868 (1569, 1910)</td>
<td>1879 (1864, 1890)</td>
<td>1867 (1595, 1910)</td>
<td>1733 (1584, 1817)</td>
<td>1886 (1850, 1909)</td>
</tr>
<tr>
<td>Human-classical swine (node A)</td>
<td>1895 (1806, 1911)</td>
<td>1907 (1903, 1910)</td>
<td>1898 (1840, 1913)</td>
<td>1813 (1760, 1855)</td>
<td>1910 (1903, 1917)</td>
</tr>
<tr>
<td>Human clade (node B)</td>
<td>1901 (1841, 1914)</td>
<td>1909 (1906, 1923)</td>
<td>1905 (1866, 1916)</td>
<td>1832 (1787, 1867)</td>
<td>1914 (1911, 1918)</td>
</tr>
<tr>
<td>Classical swine (node C)</td>
<td>1903 (1841, 1917)</td>
<td>1926 (1912, 1928)</td>
<td>1918 (1895, 1927)</td>
<td>1889 (1857, 1911)</td>
<td>1925 (1923, 1929)</td>
</tr>
<tr>
<td>Avian-European swine (node D)</td>
<td>1903 (1840, 1922)</td>
<td>1941 (1936, 1946)</td>
<td>1917 (1852, 1938)</td>
<td>1863 (1815, 1899)</td>
<td>1953 (1945, 1961)</td>
</tr>
<tr>
<td>Rate ($\mu$)$^b$</td>
<td>0.200 (0.104, 0.356)</td>
<td>0.170 (0.161, 0.180)</td>
<td>0.137 (0.087, 0.170)</td>
<td>0.174 (0.050, 0.393)</td>
<td>0.174 (0.050, 0.393)</td>
</tr>
<tr>
<td>Rate-drift parameter ($\sigma^2$)</td>
<td>0.502 (0.341, 0.773)</td>
<td>0.502 (0.341, 0.773)</td>
<td>1.597 (1.193, 2.073)</td>
<td>1.597 (1.193, 2.073)</td>
<td>1.597 (1.193, 2.073)</td>
</tr>
</tbody>
</table>

$^a$Node refers to the tree of Figure 3.

$^b$Rate $\mu$ is measured by the number of substitutions per site per 100 years.
well. The prior means and 95% CIs of divergence times used in the MCMCtree and BEAST analyses are shown in Supplementary Figures S3 and S4. The MCMCtree prior is generated by using the control variable usedata = 0, while the BEAST prior is generated by replacing each sequence in the alignment by a question mark. As no topological constraints are applied in the BEAST analysis, most nodes in the tree of Supplementary Figure S4 have low prior probabilities. However, it is interesting to note that the sampling times in the sequences have caused BEAST to assign fairly strong preferences for rooting the tree around the earliest sampled sequences: the root splits the single earliest 1918 sequence from the rest, with a prior probability 0.90.

Node A represents the divergence of the human viral sequences from the classical swine clade (Fig. 3) and may indicate the jump of the virus from the swine host to the human before the 1918 pandemic. Under the molecular clock, MCMCtree estimated the date of node A to be around 1907, with the 95% CIs to be (1903, 1910) (Table 3 and Supplementary Fig. S5). Under the independent-rates model, MCMCtree dated node A to be around 1898 (1840, 1913), with much greater uncertainty. The correlated-rates model produced much older and more uncertain estimates: 1813 (1760, 1855) (Table 3 and Supplementary Fig. S6). As the posterior CI of \( \sigma^2 \) excludes 0, there appear to be considerable rate variation among lineages, so the estimates under the strict clock may be overconfident.

We also ran the MCMCtree analyses using BDSS parameters \( \lambda = 0.2, \mu = 0.1, \) and \( \psi = 10^{-6} \). The small sampling intensity may be considered more realistic than the value used above. Those BDSS parameters lead to posterior time estimates that are more recent, although the estimates, especially those under the relaxed-clock models, involve considerable uncertainties (results not shown). Overall, the posterior estimates are sensitive to the BDSS parameters used.

As mentioned earlier, the posterior tree from BEAST agrees with the ML tree we used and shares all major clades. Under the independent-rates model, BEAST produced date estimates that are similar to the estimates under the strict clock in MCMCtree, with very little uncertainty (Supplementary Fig. S7). The age of the European swine clade is estimated to be 1977 (1975, 1978), which is extremely precise. The date for node A is estimated to be 1910 (1903, 1917) (Table 3). The estimates are similar to those obtained from a different data set by Smith et al. (2009).

All analyses summarized in Table 3 suggest that the influenza virus may have entered the human population at least several years prior to the 1918 pandemic, consistent with the conclusion of Smith et al. (2009). The MCMC time estimates under relaxed clock models, however, involve much greater uncertainties than the BEAST estimates. The large differences in date estimates under the different rate-drift models implemented in MCMCtree highlight the sensitivity of posterior date estimates to the prior model assumptions about rates. Estimates of divergence times by BEAST appear to be overconfident with too narrow credibility intervals. A few recent studies argue that rate shifts at deep time scales may mislead inferences of absolute rates and ages by BEAST, producing time estimates that are precise but not accurate (Dornburg et al. 2012; Wertheim et al. 2012). Our results appear to be consistent with those studies.

**DISCUSSION**

The prior of times we developed in this article is conditioned on the root age \( t_{mrca} \), and the user is required to specify a diffuse prior on \( t_{mrca} \). In dating species phylogenies using uncertain fossil calibrations under relaxed clock models, we found that the number of sampled tips alone provides only very weak information about the root age, and specifying a diffuse prior on \( t_{mrca} \) is deemed beneficial (Rannala and Yang 2007). Here in dating viral divergences using sequentially sampled sequences, the sampling times \( z \) may be informative about the root age, if the root is not much older relative to the oldest sampled sequences, and if the sampling model or the assumption of a constant sampling intensity \( (\psi) \) is realistic. In situations like this, the alternative of using the BDSS model to specify the distribution of the root age, which will remove the burden for the user to specify such a prior, may be attractive and merits further investigation.

Sampling intensity may be stronger now than a few decades ago. Furthermore, samples appear to be taken in batches. The process may be better described by a compound Poisson process, with a Poisson process of sampling events and a distribution of the number of samples given that a sampling event occurs. The reliability of the constant-rate sampling model and its impact on the prior of times is also an interesting question for further research.

We used different uniform calibrations on the root age and different values of parameters \( \lambda, \mu, \) and \( \psi \) in the BDSS model in the analysis of the HIV-2 data set to evaluate the impact of the prior for times on posterior time estimation. The posterior time estimates are found to be quite robust to the prior on the root age but are sensitive to the time prior, especially to the shape of the tree as influenced by parameters in the BDSS model. This sensitivity may be the nature of this kind of dating analysis, in which the sequence data provide information about distances, which are resolved into absolute times and rates only through the assistance of the prior. For dating species divergences using uncertain fossil calibrations, the estimation problem is only semi-identifiable; even if the amount of sequence data approaches infinity, the posterior time estimates will still have considerable uncertainties (Yang and Rannala 2006; Rannala and Yang 2007; dos Reis and Yang 2013). The situation with dating viral divergences using sequentially sampled sequences appears to be slightly better: if the molecular clock holds, the problem is clearly identifiable and unlimited increase of sequence data will reduce the errors in posterior time estimates to zero. The
Theorem 3.5 (except that here we ignore the term \( p(t) \) as we assume that sampled lineages have no sampled descendants):

\[
h_{x_i, z_i, z_{i+1}|t_{\text{mrcm}}} = \frac{\lambda s_i s_{i+1} q(z_i) q(z_{i+1})}{q(t_{\text{mrcm}}) q(t_i)}
\]  

with

\[
q(t) = \left( e^{-q(1-c_2)} + e^{-q(1+c_2)} \right)^2.
\]

Let \( z_i^* = \max[z_i, z_{i+1}] \). The probability density of a lineage at time \( t_{\text{mrcm}} \) giving rise to two sampled descendants at \( z_i \) and \( z_{i+1} \) with an arbitrary branching time is

\[
H[z_i, z_{i+1}|t_{\text{mrcm}}] = \int_{z_i^*}^{t_{\text{mrcm}}} h_{x_i, z_i, z_{i+1}|t_{\text{mrcm}}} \, dx
\]

\[
= \lambda s_i s_{i+1} \frac{q(z_i) q(z_{i+1})}{q(t_{\text{mrcm}})} (Q(t_{\text{mrcm}}) - Q(z_i^*)).
\]

where

\[
Q(x) = \int \frac{1}{q(x)} \, dx = \frac{1}{c_1 (1-c_2) (e^{-c_1 (1-c_2)} + (1+c_2))}.
\]

Thus, given the samples at time \( z_i \) and \( z_{i+1} \) diverged from a common ancestor more recent than \( t_{\text{mrcm}} \), the time of divergence has probability density function

\[
f[x|z_i, z_{i+1}, t_{\text{mrcm}}] = \frac{h[x_i, z_i, z_{i+1}|t_{\text{mrcm}}]}{H[z_i, z_{i+1}|t_{\text{mrcm}}]}
\]

\[
= \frac{1}{q(x) (Q(t_{\text{mrcm}}) - Q(z_i^*))}.
\]

Thus, the probability density of \( x \) is

\[
f[x|z, k, t_{\text{mrcm}}] = \prod_{j=k}^{N-1} \left( \frac{1}{q(x) (Q(t_{\text{mrcm}}) - Q(z_j^*))} \right)
\]

\[
= \prod_{j=k}^{N-1} \frac{c_1 (1-c_2) e^{-c_1 x}}{q(x) (Q(t_{\text{mrcm}}) - Q(z_j^*))}
\]

\[
= \prod_{j=k}^{N-1} \frac{c_1 (1-c_2) e^{-c_1 x}}{q(x) (Q(t_{\text{mrcm}}) - Q(z_j^*))}
\]

which establishes the theorem.

APPENDIX B

Validation of Implementation

The BDSS prior is mathematically complex so that it is not a trivial task to validate the correctness of the theoretical derivations or of the program implementation. We have conducted numerous tests, which indicate the correctness of the theory and program implementation. Some of those are described here. Note, however, that they are not a proper evaluation of the
statistical performance of the dating method. The latter may require analysis of many empirical data sets or well-planned computer simulation, which is beyond the scope of this article.

Comparison of the three priors for \( \psi = 0 \). When \( \psi = 0 \), all sampling times (2) will be 0, and thus \( f[T | x; k, t_{\text{mc}}] \) and \( f[T | z; n, t_{\text{mc}}] \) will be uniform distributions, as each ranked tree is equally likely (Aldous 2001); that is, the probability of the tree will be independent of \( t_{\text{mc}} \). Thus, the user-specified prior is not changed, and we expect the same results as with using the method in Yang and Rannala (1997).

Indeed, the prior density for the three priors should be the same for different \( T, z \) (up to a constant as the densities are not normalized but the ratios of the densities should be the same among the approaches). MCMC runs with the different approaches yielded the same distribution of \( x \). In particular, the user-specified prior for \( t_{\text{mc}} \) was recovered.

Comparison of Approaches 1 and 2 for \( \psi > 0 \). Approaches 1 and 2 must yield the same results when \( t_{\text{mc}} \) is fixed. We calculated the prior with fixed \( t_{\text{mc}} \), and, as expected, Approaches 1 and 2 yielded the same density values (up to a constant as the densities are not normalized so that only the ratios of densities are the same between approaches). Note that when \( t_{\text{mc}} \) is different, the density ratios are different between approaches, as the densities are calculated only up to a function of \( t_{\text{mc}} \).

In order to investigate how different the effective prior for \( t_{\text{mc}} \) is from the user-specified prior, we ran several MCMC chains using different priors. Our test tree has five sequences, with the topology \(((a@1990, b@2000), c@1950), d@1990), e@1940)\), so the sampling times of the five sequences, with the topology \(((a@1990, b@2000), c@1950), d@1990), e@1940)\), so the sampling times of the sequences are \( z = (0.1, 0.5, 0.1, 0.6) \). The node ages are \( t_1 = t_{\text{mc}} = 1.0, t_2 = 0.8, t_3 = 0.6, \) and \( t_4 = 0.4 \).

- Using a uniform prior on \([0.6, 1.4]\) on the root age yielded a mean \( t_{\text{mc}} \) of 1.034 with Approach 1 and 0.884 with Approach 2.
- Using a uniform prior on \([5.6, 6.4]\) yielded a mean \( t_{\text{mc}} \) of 6.006 with Approach 1 and 5.805 with Approach 2.

In general, the effective prior using Approach 1 was closer to the user-specified prior than using Approach 2. Furthermore, for older \( t_{\text{mc}} \), (i) the effective prior approaches the user-specified prior in Approach 1; (ii) the effective prior predicts younger \( t_{\text{mc}} \) than the user-specified prior in Approach 2. The reason for (i) is that for older \( t_{\text{mc}} \), all branching events occur at more ancient times than any sampling dates, and thus the probabilities for the ranked trees (labeled histories) approach the uniform distribution (Aldous 2001). Thus, \( f[T | x; k, t_{\text{mc}}] \) approaches a constant, independent of \( t_{\text{mc}} \). The reason for (ii) is that for very old \( t_{\text{mc}} \), the quantity \( f[T | z; n, t_{\text{mc}}] \) becomes very small (compared with smaller \( t_{\text{mc}} \)) as with old \( t_{\text{mc}} \) we expect older sampling times \( z \) and more extinct samples \( N - n \).

The effective prior is pushed to be younger than the user-specified prior. The pattern is similar on our empirical trees. In the analysis of the influenza gene sequences, we specified the prior on root age as \( t_1 U(1, 5) \). The mean and 95% CI for the effective prior, generated by running MCMCtree without using sequence data, is 1.41 (0.99, 4.40) or 1868 (1569, 1910) (Table 3). Although the CI covers most of the range of the specified bounds, the effective prior is shifted to young ages, concentrated around the prior mean, and differs considerably from the specified prior. If we specify much older bounds, for example, \( t_1 U(2.5) \) or \( t_1 U(4, 6) \), the effective prior is nearly flat between the bounds and matches the specified prior.

APPENDIX C

MCMC Proposal for Updating Node Ages

A mixing step used in MCMCtree for the divergence times \( x \), which multiplies all node ages by the same random variable \( c \) that is close to 1 and which thus proportionally expands or shrinks all node ages (Thorne et al. 1998; Yang and Rannala 2006; Yang 2006, p. 170–171), does not work anymore when the sequences are sequentially sampled. This move has not been noted to be effective in improving convergence of the chain, as it can bring all node ages to the right range if they are all too small or too large. It also improves mixing after the algorithm has converged, because the move accounts for the positive correlation among the node ages. When all sequences are contemporary, multiplying all node ages by \( c > 0 \) and dividing all rates by \( c \) will keep the likelihood of the sequence data unchanged. For non-contemporary sequences considered in this article, such changes to times and rates do change the likelihood. Nonetheless, strong positive correlation among the node ages and strong negative correlation between times and rates are still expected.

We have modified the proposal so that it works with models for sequentially sampled sequences. Again, let \( t \) be the order statistic of the branching times \( x \), that is, \( t_1 > \cdots > t_{N - 1} \), with \( t_1 \) to be the age of the root. Suppose the maximum age bound for the branching event at time \( t_1 \) is \( h_1 \); this is the maximum (oldest) sample date among the descendent sequences of that node (\( h_1 \) is one of the sample dates in vector \( z \) defined above). For each non-root node \( j \), define the “relative age” as

\[
h_j = \frac{h_j - h_{j-1}}{h_0} - h_j, \quad j = 2, 3, \ldots, (N - 1).
\]

(C.1)

where \( h(0) \) is the ancestral (mother) node of node \( j \). Note that \( t_j \) lies in the interval \( (h_j, h_{j-1}) \), and its relative position in the interval is represented by \( h_j \), with \( 0 < h_j < 1 \). Our proposal changes the root age \( t_1 \) but keeps the relative ages \( h_j, j = 2, 3, \ldots, (N - 1) \), unchanged. The proposal is thus one-dimensional even if it changes all node ages.

We generate a new root age through a sliding window
at the logarithmic scale:

\[ t^*_j = t_1 \cdot c = t_1 \cdot e^{u - \frac{1}{2}}, \quad (C.2) \]

where \( u \sim U(0,1) \) is a random number, and \( c \) is a fine-tuning step length. The new ages of the non-root nodes are generated by using \( h_j \) of Equation (C.1), with ancestral nodes visited before descendant nodes:

\[ t^*_j = h_j + t_1(t^*_{(j-1)} - h_j), \quad j = 2, 3, \ldots, (N - 1). \quad (C.3) \]

To derive the proposal ratio, consider \((t_1, h_2, h_3, \ldots, h_{N-1})\) as a variable transform or re-parameterization of the original parameters \((t_1, t_2, \ldots, t_{N-1})\), with the Jacobian of the transform to be

\[ f(\theta) = | \frac{\partial (t_1, t_2, \ldots, t_{N-1})}{\partial (t_1, h_2, h_3, \ldots, h_{N-1})} | = \prod_{j=2}^{N-1} (t_{(j-1)} - h_j). \quad (C.4) \]

For the transformed variables, the move from the current state \((t_1, h_2, h_3, \ldots, h_{N-1})\) to the new state \((t^*_1, h^*_2, h^*_3, \ldots, h^*_{N-1})\) incurs a proposal ratio \( c = e^{u - \frac{1}{2}} \). Thus, the proposal ratio for the original variables \((t_1, t_2, \ldots, t_{N-1})\) is

\[ c \cdot \prod_{j=2}^{N-1} (t_{(j-1)} - h_j) = e^{u - \frac{1}{2}} \cdot \prod_{j=2}^{N-1} (t_{(j-1)} - h_j) \quad (C.5) \]

See, for example, Yang (2006): Equation (A.10) for the theory for deriving the proposal ratio using transformed variables.

If all sequences are contemporary, with \( h_j = 0 \) for all \( j \), this proposal becomes the old proposal that multiplies all \((N-1)\) node ages by \( c \), as \( t^*_j = c t_j \) for all \( j \), with the proposal ratio to be \( e^{u-1} \). The new proposal is thus an extension to the old proposal.

A variation to this proposal is to divide all rates in the model by \( c \), in addition to changing the node ages as above, in which case the proposal ratio of Equation (C.5) should be divided by \( c^r \), where \( r \) is the number of rate parameters in the model (Yang 2006, p. 170–171). When all sequences are contemporary, changing the rates this way will ensure that the branch lengths and thus the likelihood function remain unchanged. When the sequences have sample dates, the branch lengths and likelihood function do change. Nevertheless, changing the rates at the same time appears to cause smaller changes to the log likelihood and to lead to a more efficient proposal. For the analyzed SIV/HIV-2 data set, it was noted that the optimal step length (that which achieves the acceptance proportion of about 0.3) is about \( \epsilon = 0.08 \) when the proposal changes the times but not the rates, and is about \( \epsilon = 0.20 \) when the proposal changes the rates as well. Larger steps mean better traversal of the posterior density and thus a more efficient proposal. The difference is expected to be greater with larger data sets in which the likelihood surface is sharper.
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